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Preface

The first physics conference I ever attended is the Workshop “QCD — 20 Years
Later” at the RWTH Aachen in June 1992. It took place between seminars I had
to follow for my studies and the work for my Diploma thesis. In both activities I
successfully avoided topics too complicated to understand because of their close
relation to the theory of the strong interaction i.e. quantum chromodynamics. Nev-
ertheless, I found the concept of jets, presented by Bryan Webber at this workshop,
quite intriguing and also the summary report on the strong coupling constant αS,
given by Guido Altarelli, seemed to be rather interesting. Two years later, encour-
aged by my thesis advisor Christoph Berger, I found myself venturing on a subject
of pure QCD for my Ph.D. thesis: the determination of the strong coupling con-
stant from jet measurements in deep-inelastic scattering with the H1 experiment at
the HERA collider in Hamburg. However, I unfortunately could demonstrate that
the theoretical calculation available to me at that time had severe shortcomings pre-
venting a timely success of this initial plan A. As a consequence and instigated
by another talk from Bryan Webber, I dug even deeper into QCD for Plan B and
analysed, this time successfully, the interplay of perturbative and nonperturbative
aspects in the context of event shapes and power corrections.

Almost 20 years and two experiments later, my fascination for QCD and its suc-
cesses has not cessed to increase. Thanks to the CMS experiment and numerous
students confiding in me for their thesis work I was able to contribute to the more
recent successes of QCD at the LHC. Meanwhile, I also had the great pleasure to
lecture on experimental jet physics just after Bryan Webber in the Graduiertenkol-
leg of KCETA in 2014. Last autumn, I was also selected to present the results of
CMS at a workshop dedicated to the strong coupling constant at future colliders —
just before the distinguished summary speaker Guido Altarelli. Unfortunately, he
passed away just some days before. The proceedings of this workshop are dedicated
to his memory. I would have appreciated very much to have his expert opinion on
the latest developments and somehow “close the loop”.

To share and conserve the knowledge gained during LHC Run 1, I find it timely
to summarise my research and to write up the lectures that I have given since 2012
in the form of this book. I hope it proves to be a useful resource on the topic of QCD
and jet physics for students and colleagues alike.
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Chapter 1
Introduction

The restart of the Large Hadron Collider (LHC) at CERN, Geneva, in 2015 at a
new record centre-of-mass energy of 13TeV is a good occasion to collect, discuss,
and summarise the experience gained with jet analyses in Run 1. The measurements
will become more complex with larger numbers of concurrent proton-proton col-
lisions and with more jets at even higher momenta. New and conceptually refined
but also more complicated tools from theory await their application. To meet these
challenges a solid understanding of the current state of the art in jet studies at the
LHC is crucial. This work aims to convey the required knowledge in experimental
techniques, statistical procedures, and theoretical tools in an integrative approach
by discussing exemplary analyses in three chapters touching on a multitude of QCD
aspects. Building on this experience the conception of new observables and the de-
velopment of sophisticated, novel measurement tactics for LHC Run 2 should be
facilitated.

To demonstrate the achievements from Run 1 as detailed in the following chap-
ters, Figure 1.1 presents for later reference the pre-LHC knowledge on the running
of the strong coupling constant as collected in Ref. [1].

This book is organised as follows: Chapters 2 and 3 introduce the theoretical
concepts of QCD and the basic experimental technologies, respectively, to perform
jet physics at the LHC. Measurements of absolute cross sections, which are sub-
ject to all sources of experimental and theoretical uncertainties, are described in
Chapter 4. The two strategies to reduce uncertainties by either taking ratios of cross
sections or by performing shape comparisons of normalised distributions are each
exemplified by a selection of jet analyses in chapters 5 and 6. Perspectives for such
measurements at the LHC Run 2 and beyond are presented in Chapter 7. Chap-
ter 8 concludes the book with a summary on jet physics and prospects on the strong
coupling constant.
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Fig. 1.1 Running of the strong coupling constant as of 2009. Determinations of the strong coupling
constant αS are shown as a function of the relevant energy scale Q of the respective process. The
range in Q extends up to 208GeV from e+e− annihilation data taken at the LEP collider. (Taken
from Refs. [1, 2])
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Chapter 2
Theoretical Framework

Jet physics, in particular at a hadron collider such as the LHC, cannot be understood
without being thoroughly familiar with the theory of the strong interaction: quantum
chromodynamics or short QCD. The material presented in this chapter is intended
to provide the required proficiency to comprehend experimental and phenomeno-
logical publications on the subject of jet physics, some of which will be discussed
in detail in the later chapters of this book. Basic knowledge of other aspects of the
Standard Model (SM) of particle physics is implied or expected to be looked up in
one of the many relevant textbooks. Hints for further reading will be given at the
relevant occasions.

Before presenting a brief outline of the following sections, some notations need
to be specified. Natural units, i.e. h̄ = c = 1 will be employed throughout so that
energy, momentum, and mass all have units of eV = e · 1V ≈ 1.6 · 10−19 J. In this
context, it is particularly useful to recall that h̄c = 1≈ 200MeV · fm can be exploited
to translate energy units into units of length and time. Cross sections are given in
the customary unit of “barn”1, 1b = 10−24cm2, with metric prefixes of “pico” or
“femto” as appropriate for measurements in particle physics. The coordinate system
that will be used is shown in Fig. 2.1, which defines the x, y, and z axes as well
as some angular quantities. Symbols written as ~p represent three-vectors, while p
normally denotes a four-vector. The notation for matrices is M.

This chapter starts with a historical overview of the development of QCD, fol-
lowed by a brief reminder of the basics of QCD theory. The next section deals with
the central aspects of perturbative QCD. Subsequently, Monte Carlo event genera-
tors are introduced, followed by a thorough discussion of jet algorithms. The chapter
is completed by a section on theoretical uncertainties and associated techniques for
their evaluation.

1 The use of the unit “barn” goes back to December 1942, when it was introduced during wartime
by M.G. Holloway and C.P. Baker. Because of its connection to nuclear physics this information
was classified until 1948 [1].
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LHC beam pipe

x
towards the LHC centre

westward
z

towards the surface
y

φ
θ

Fig. 2.1 Illustration of the coordinate system used by the LHC experiments at the example of
the CMS detector: The experiments define a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z axis pointing along the direction
of the counterclockwise beam. The x axis points from the IP to the centre of the LHC ring, and
the y axis points upwards, perpendicular to the plane of the LHC ring. Cylindrical coordinates
(r,φ) are used in the transverse plane, φ being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle θ as η =− ln tan(θ/2); the rapidity, differing
from η for massive objects, is defined as y = 1/2 · ln [(E + pz)/(E− pz)]. (Illustration courtesy of
D. Haitz [2], background image source: CERN, CMS)

2.1 Historical Overview

Striving to describe as many phenomena in nature by as few fundamental assump-
tions as possible, physicists followed in the footsteps of chemists by replacing the
roughly 100 chemical “elements” of the periodic table by merely two “elementary
particles”: the positively charged proton and the negatively charged electron com-
posing the atomic nuclei and shells, respectively. To properly account for atomic
weights and to compensate the strongly repellent electrical force between the pro-
tons inside a nuclei, the list had to be complemented with electrically uncharged
neutrons discovered by J. Chadwick in 1932 [3]. Theoretical developments by
P.A.M. Dirac referring to the quantum mechanical description of spin- 1

2 particles
like the electron lead to the prediction of anti-particles [4] and the discovery of
the anti-electron, the positron, by C.D. Anderson, also in 1932 [5]. Refining the
technologies to observe cosmic rays, the muon was found unexpectedly in 1936 by
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C.D. Anderson and S. Neddermeyer [6] and first was mistaken for the so-called mu
meson hypothesised one year earlier by H. Yukawa as carrier particle of the strong
nuclear force [7]. However, it could be shown that the muon had the wrong prop-
erties and in particular did not take part in nuclear reactions. The real mu meson,
the pion, was observed only eleven years later in 1947 by C. Lattes, G. Occhialini,
and C. Powell, again while studying cosmic radiation [8, 9]. In parallel, sophisti-
cated technologies were developed in the thirties and forties to accelerate charged
particles, which later on gave an enormous impetus to the field named elementary
particle physics. Unfortunately, the huge number of new “elementary” particles dis-
covered in the fifties and sixties, most of them subject to nuclear forces and hence
collectively called hadrons in contrast to leptons, rendered it again difficult to find
the ordering principles behind this particle zoo.

A clearer picture only started to emerge with the arrangement of the known spin-0
mesons and spin- 1

2 baryons into octets, cf. Fig. 2.2, according to their electrical
charge q and the new quantum property of strangeness s that seemed to be con-
served in the production process via nuclear collisions, but not in particle decays,
which are ascribed to the weak force. M. Gell-Mann coined the term the Eightfold
Way for this scheme and applying it to the spin- 3

2 baryons, cf. Fig. 2.3, he and in-
dependently Y. Ne’eman declared at the 1962 Rochester conference that a baryon
Ω− with charge q = −1 and strangeness s = −3 must exist [10], which was dis-
covered two years later in 1964 [11]. The basis for the successful explanation of
the observed hadron spectra essentially is their association with an approximate
flavour SU(3) symmetry group. For this connection, Gell-Mann and independently
G. Zweig invented hadron constituents such that all hadrons known at that time
could be composed out of either three such constituents for the baryons, or out of a
constituent-anticonstituent pair for the mesons [12–14]. Gell-Mann thought of these
constituents as kworks, which he later rewrote [15] into quarks after reading this
expression in James Joyce’s “Finnegans Wake”. These quarks were postulated to
come in the three flavours up, down, and strange, which are conserved in strong
(nuclear) and electromagnetic reactions, but not in weak decays.2 The strangeness
of a particle then simply counts the number of antistrange minus the number of
strange quarks, where the minus sign is chosen in analogy to the sign of the quark’s
electrical charge. Peculiarly, however, the postulated quarks had to carry fractional
electric charges of +2/3, −1/3 and −1/3, a feature which was never observed in
nature.

Support for this quark constituent picture came from measurements of deep-
inelastic electron-nucleon scattering (DIS) by the SLAC-MIT experiment at the
Stanford Linear Accelerator Center [17,18]. They confirmed a conjecture by J.D. Bjorken
from 1969 that the scattering cross section does not depend on the absolute en-
ergy or the momentum transfer (squared), Q2, of the interaction but on dimension-
less quantities like energy ratios or angles [19]. This “scaling” behaviour of the
measured structure functions leads to a strikingly different prediction than a cross
section falling steeply with increasing momentum transfer as expected from the

2 Supposing there ought to be four constituents in analogy to the four leptons, e, µ , νe, and νµ ,
known in 1963, Zweig dubbed them aces, but the name did not stick.
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2 baryons (right) arranged according to their
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from Source: 2007 Wikipedia , Laurascudder [16])
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Fig. 2.3 Decuplet of spin- 3
2 baryons arranged according to their electrical charge q on the left-

leaning diagonal and strangeness s on the horizontal lines. (Adapted from Source: 2007 Wikipedia
, Laurascudder [16])

product of elastic scattering and structure functions representing a finite size of the
nucleon charge distribution. Interpreting the momentum transfer of the electron-
nucleon scatter in terms of the spatial resolution at which the nucleons are probed,
the scaling behaviour translates into an independence of the resolution scale and
strongly suggests the presence of point-like scattering centres in a similar way that
E. Rutherford concluded on the existence of an atomic nucleus decades before. In
the slightly different context of high-energy hadron collisions such point-like con-
stituents had also been proposed by R.D. Feynman who had given them the name
partons, hence the name quark-parton model (QPM).

The so far missing dynamical description of strong interactions was greatly ad-
vanced by M. Veltman and G. t’Hooft who proved in 1971 that non-Abelian gauge
field theories based on the special unitary group SU(N) are renormalisable [20]. The
candidate quantum field theory (QFT) of the strong interaction suggested by Gell-
Mann and H. Fritzsch in 1972 was just of this type [21]. In contrast to the previous
approximate SU(3) flavour symmetry that is explicitly broken by the different quark
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masses, the new threefold quantum number called colour, originally suggested by
O. Greenberg [22], is associated with an exact SU(3) symmetry of nature and each
quark carries one of the three colours red, green, or blue. By attributing a different
colour to each quark of a baryon, one can elegantly solve the so-called spin-statistics
problem. The ∆++ resonance shown in Fig. 2.3 top right has a spin of 3

2 and consists
of three u quarks leading to a fully symmetric wave function, in contradiction to the
Pauli principle that demands it to be fully antisymmetric. Using the new colour de-
gree of freedom for quarks, the wave function of the ∆++ can be antisymmetrised.

In analogy to quantum electrodynamics (QED), the gauge field theory of the
electromagnetic interaction that is based on the unitary group U(1), the theory of
the strong interaction is called quantum chromodynamics (QCD). Similarly to QED,
the strong force between the colour-charged quarks is mediated via eight massless
exchange bosons of spin-1, the gluons.3 However, as a consequence of the non-
Abelian character of the SU(3) QCD gauge group, the eight gluons carry colour
charges and interact amongst themselves via triple and quartic gluon vertices. This is
a striking difference to the electromagnetic force, which is mediated by electrically
uncharged photons.

Despite the additional colour degree of freedom, however, there do not seem to
be any new hadrons associated with it. For an explanation the dynamics mediated by
the self-interacting gluons has to be scrutinised. In QFT the beta function encodes
the logarithmic dependence of a coupling parameter g on the relevant energy scale µ

of a physical process:

β (g) =
∂g

∂ log(µ)
. (2.1)

D.J. Gross, H.D. Politzer, and F. Wilczek calculated in 1973 and 1974 in a pertur-
bative expansion the beta function of QCD to lowest order and found that it has a
negative sign in contrast to the beta function of QED [24–27]. As a consequence
the strong force increases with distance, inversely to the electromagnetic force, and
becomes small at very high energies, i.e. at subnuclear dimensions. This property is
called asymptotic freedom. Gross, Politzer, and Wilczek also noted that the approx-
imate scaling of structure functions of deep-inelastic electron-nucleon scattering as
observed in the SLAC-MIT experiment could now be understood in terms of a QFT.
The gross violation of scaling behaviour predicted by any QFT is, in agreement
with experiment, reduced to a mild logarithmic scaling violation in asymptotically
free theories. Thus, accounting for the gluon degrees of freedom, Feynman’s point-
like parton constituents of hadrons can be identified with the asymptotically free
coloured quarks, antiquarks, and gluons of QCD.

On the other hand the approximately linear growth in strength of the strong
force with increasing spatial separation between two colour charges leads to the
fact that colour-charged objects are confined to subnuclear dimensions. This prop-
erty of QCD is called confinement. Only entities that are colour singlets, i.e. with-
out any net colour charge, are not subject to strong interactions and can be ob-

3 The name “gluon” initially was introduced by Gell-Mann in a slightly different context without
reference to color [23]
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Fig. 2.4 World data on the ratio R of the total cross section of the reaction e+e− → hadrons to
the cross section of the reaction e+e− → µ+µ− as a function of the centre-of-mass energy

√
s.

(Adapted from the 2015 update of Ref. [28])

served as free particles. This is in complete accordance with experiment where
only colourless hadrons are observed. Moreover, all such combinations of three
quarks (or antiquarks) in the form of baryons or of a quark-antiquark pair in the
form of a meson exhibit integer multiples of the electric charge, which explains
why particles with non-integer electrical charges have never been observed in na-
ture. Nevertheless, the fractional charges of the quarks have a direct influence on
measurable quantities, notably the ratio R of the total cross section of the reaction
e+e−→ hadrons compared to e+e−→ µ+µ−. At centre-of-mass energies below the
production threshold for the pairwise (qq̄) production of charm or bottom quarks,
one obtains R = NC ·∑q e2

q · (1+ δmq,QCD) where NC = 3 is the number of colours
and eq is the charge of the up, down, and strange quarks. δmq,QCD accounts for finite
quark-mass and QCD corrections. When the collision energy surpasses the threshold
for charm-anticharm or bottom-antibottom pair production, a corresponding step in
this ratio is observed, cf. Fig. 2.4.

Today, QCD has been firmly established as the gauge theory of the strong inter-
action, one of the four fundamental forces of nature, and represents a cornerstone
of the Standard Model of particle physics. It has a broad range of applications from
high transverse momentum interactions between coloured quarks and gluons at TeV
energies down to the low energy formation of hadrons and mesons. Numerous ex-
cellent text books and review articles have appeared in the course of time and pro-
vide extensive coverage of QCD and related topics.4 General principles of QFT are
discussed in Refs. [30–34], while Refs. [35–44] are specialised on QCD. The foun-
dations of perturbative QCD are laid out in Ref. [45]. The reviews [46, 47] and the
books [48,49] are recommended specifically in the context of QCD at the LHC. For
a historical perspective on QCD Refs. [50] and [51] can be consulted. The experi-

4 References in this book have been managed with the help of JABREF [29].
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mental foundations of particle physics in general are explained in Ref. [10] in their
historical context including reprints of numerous original articles. The reference for
the current state of research is the Review of Particle Physics by the Particle Data
Group (PDG) [28], which is also available online.5

2.2 Basic Elements of QCD

As a gauge field theory, QCD is defined via its Lagrangian density LQCD, which is
composed of four terms:

LQCD = Lquarks +Lgluons +Lgauge +Lghost , (2.2)

where

1. Lquarks describes the interaction of spin- 1
2 quark fields qa of mass mq with spin-1

gluon fields AA
µ ,

2. Lgluons represents the kinetic term of the gluon fields AA
µ ,

3. Lgauge defines the chosen gauge,
4. and Lghost is the so-called ghost term that is a remedy necessary in non-Abelian

gauge theories to treat the degeneracy of equivalent gauge field configurations.

Here and in the following, spinor indices are suppressed, Greek letters µ,ν , . . . ∈
{0,1,2,3} represent space-time indices, and a,b,c∈{1, . . . ,3} and A,B,C∈{1, . . . ,8}
are the indices of the triplet and octet representations, respectively, of the colour
SU(3) gauge symmetry group. Summation over identical indices is implied. As in
QED, the first term can be written with the help of the covariant derivative (Dµ)ab
as

Lquarks = ∑
q∈{u,d,s,c,b,t}

qa
(
iγµ(Dµ)ab−mq

)
qb , (2.3)

where the sum runs over all six quark flavours {u,d,s,c,b, t} and γµ are the Dirac
matrices. Defining the diagonal metric tensor g as gµν = diag(1,−1,−1,−1), the γ

matrices satisfy the anticommutation relation

{γµ ,γν}= 2gµν . (2.4)

In contrast to QED, however, the covariant derivative

(Dµ)ab = ∂µ δab + igsT A
abAA

µ (2.5)

not only exhibits colour indices a,b and the gauge coupling gs of the strong interac-
tion, but also, instead of one photon field for the sole generator of the U(1) group,

5 PDG: http://pdg.web.cern.ch/pdg.
Further useful resources for data, programmes, etc. are:
HEPDATA: http://durpdg.dur.ac.uk/HepData,
HEPFORGE: http://www.hepforge.org/.

http://pdg.web.cern.ch/pdg
http://durpdg.dur.ac.uk/HepData
http://www.hepforge.org/
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eight gluon fields AA
µ with factors T A

ab corresponding to the generators of the SU(3)
gauge group of QCD. A representation of the generators is given via T A = λ A/2 by
the Hermitian6 and traceless Gell-Mann matrices λ A:

λ
1 =




0 +1 0
+1 0 0

0 0 0


 , λ 2 =




0 −i 0
+i 0 0

0 0 0


 , λ

3 =




+1 0 0
0 −1 0
0 0 0


 ,

λ
4 =




0 0 +1
0 0 0

+1 0 0


 , λ 5 =




0 0 −i
0 0 0

+i 0 0


 , λ

6 =




0 0 0
0 0 +1
0 +1 0


 ,

λ
7 =




0 0 0
0 0 −i
0 +i 0


 , λ 8 = 1√

3




+1 0 0
0 +1 0
0 0 −2


 . (2.6)

The (2× 2) submatrices of the first three λA can be recognised as Pauli matrices.
The generator matrices T A satisfy the commutation relations

[
T A,T B]= i f ABCT C , (2.7)

where f ABC are the corresponding structure constants of SU(3) with values of

f 123 = 1

f 147 = − f 156 = f 246 = f 257 = f 345 =− f 367 =
1
2

f 458 = f 678 =

√
3

2
, (2.8)

while all other f ABC not related to these by index permutations are zero. The kinetic
term of the gluons then reads

Lgluons =−
1
4
GA

µνGµν

A , with GA
µν = ∂µAA

ν −∂νAA
µ −gs f ABCAB

µAC
ν (2.9)

being the field strength tensor. In a pictorial representation,7 these two “classical”
parts correspond to the free quark- and gluon-field terms, and the quark-gluon in-
teraction term as depicted in Figs. 2.5 and 2.6. In addition, the non-Abelian group
structure of QCD leads to the cubic and quartic gluon self-interaction vertices, which
are proportional to gs and g2

s , respectively.
Although not obvious from the Gell-Mann matrices or the structure constants, it

can be shown that the probabilities for a quark emitting a gluon, or gluons splitting
into a quark-antiquark or a gluon pair are identical with respect to each colour.
Following the conventional normalisation of the colour SU(3) matrices via the trace
Tr
{
T AT B

}
= TF δ AB with TF = 1/2, the relative factors for these processes are

6 A Hermitian matrix A is equal to its complex conjugate transpose, i.e. A = A∗T = A†.
7 Feynman diagrams in this book have been drawn with the help of JAXODRAW [52].
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Fig. 2.5 Free quark-field and quark-gluon interaction term.
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Fig. 2.6 Free gluon-field and cubic and quartic gluon self-interaction terms.

given by CF = 4/3, TF = 1/2, and CA = 3. The ratio of a gluon emission by a gluon
relative to the emission by a quark is therefore approximately CA/CF = 9/4 = 2.25,
i.e. gluons radiate stronger than quarks by more than a factor of two. Similarly,
gluons split into a gluon pair more often than into a quark-antiquark pair by roughly
a factor of CA/TF = 6.

Of course, this classical QCD Lagrangian exhibits the property of local gauge
invariance, i.e. invariance under a simultaneous redefinition of the quark and gluon
fields. As a consequence of this internal symmetry, it is impossible to define the
gluon field propagator without explicitly specifying a choice of gauge. A popular
choice is given as a generalisation of the covariant Lorentz gauge ∂ µAA

µ = 0 by the
class of Rξ gauges, imposed by adding the term

Lgauge =−
1

2ξ

(
∂

µAA
µ

)2
(2.10)

to the classical Lagrangian. Following L.D. Faddeev and V.N. Popov [53] this must
be accompanied by the ghost term

Lghost = ∂µ η
A† (Dµ

ABη
B) (2.11)

because of the non-Abelian character of the QCD gauge group. The ghosts ηA,
with conjugate-transpose ηA†, represent complex scalar fields that nevertheless obey
Fermi–Dirac statistics. They do not have a physical meaning, but should be consid-
ered as a mathematical trick to cancel nonphysical degrees of freedom otherwise
present in calculations with covariant gauges.

This completes the Lagrangian for a consistent QFT of the strong interaction.
Further invariant terms to add to the QCD Lagrangian are conceivable in principle.
Renormalisability, however, forbids all additions that require coefficients with nega-



12 2 Theoretical Framework

tive mass dimensions. Moreover, mass terms for the gluon fields, m2
AAA

µAAµ , would
violate gauge invariance. The only leftover possibility makes use of the dual field
strength tensor defined as

G̃A
µν =

1
2

εµν
ρσGA

ρσ , (2.12)

where εµν
ρσ is the four-dimensional antisymmetric Levi-Civita symbol. With the

help of this definition the so-called θ -term is written as

Lθ = θ
g2

s TF

16π2G
A
µν G̃Aµν . (2.13)

This contribution would give rise to violations of the discrete symmetries of parity
P and time reversal T by the strong interaction, which have never been observed in
nature. Since T -violations are equivalent to a violation of the combined symmetry of
charge conjugation C followed by P, experimental upper limits on the CP-violating
electric dipole moment of the neutron lead to the conclusion that |θ |must be smaller
than 10−10 [28]. Since no obvious reason is known for the smallness of this param-
eter, this is called the strong CP problem. New phenomena like axions as suggested
by R. Peccei and H. Quinn in Ref. [54, 55] could provide an explanation.

2.3 Perturbative QCD

Given the complete QCD Lagrangian, quantitative predictions can be obtained ei-
ther by means of lattice gauge theory (LGT), which applies QCD to a world dis-
cretised in space and time, or by using perturbative QCD (pQCD), which is valid
in the asymptotically free regime, i.e. at high momentum transfers or respectively
small distances, where quarks and gluons are weakly coupled. Computations in LGT
are extremely complex and time-consuming and for a long time were not possible
without severe approximations. For predictions in the context of collisions at the
LHC, they are of very limited practical importance at present. On the other hand,
such interactions at high-pT are an ideal testing ground for a perturbative analysis
of the strong interaction. In practice, however, the calculations are complicated by
the occurrence of singularities that need to be properly addressed.

2.3.1 The Strong Coupling Constant

All Feynman rules required for a perturbative analysis can be deduced from the pre-
sented QCD Lagrangian. The relevant parameter in such a perturbative expansion
is the gauge coupling gs or equivalently the strong coupling constant αS, which
is defined in analogy to the QED fine structure constant α as αS = g2

s/4π . With
the knowledge of this fundamental parameter of QCD, in addition to the quark
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Fig. 2.7 Quark (left) and gluon (middle and right) self-energy corrections.

Fig. 2.8 Quark-gluon vertex corrections.

masses, tree-level amplitudes are calculable. Complications arise when loop dia-
grams come into play, because the momenta in a loop are not fully constrained
by four-momentum conservation. The remaining integral over a loop momentum is
logarithmically divergent for arbitrarily large momenta, which corresponds to an in-
finitely fine resolution. The strategy to overcome such ultraviolet divergencies that
occur for example in self-energy corrections to quark and gluon lines, cf. Fig. 2.7,
or in vertex corrections like in Fig. 2.8, is called renormalisation. Since QCD was
proven to be a renormalisable QFT [20], the infinities can be absorbed into a fi-
nite number of parameters that need to be taken from experiment: the renormalised
quark masses and coupling constant. Expressed in renormalised quantities, the La-
grangian of QCD must have exactly the same structure as the “bare” one presented
in the previous section, such that counterterms cancel the divergencies to all orders
in perturbation theory. As a consequence, precise higher order predictions can be
made using the measured renormalised parameters. Details on the theoretical pro-
cedures are beyond this work and can be found for example in Ref. [35] specialised
on QCD, or in Ref. [30] for QFT in general. For a historical perspective it might be
interesting to look up Ref. [56].

The most powerful tool for theoretical predictions, perturbative QCD, can thus be
applied and provides meaningful results as long as αS� 1. For a given observable
X the expansion can be written as:

X = c0 + c1αS + c2α
2
S + . . . =

n

∑
i=0

ci ·α i
S (2.14)

with the ci being the perturbative coefficients of this expansion. A price to pay for
the renormalisation of the theory, however, is the introduction of a regulator for
the infinities, the renormalisation scale µr. The renormalised parameters, e.g. the
strong coupling constant, and hence the predictions in pQCD depend logarithmi-
cally on this nonphysical scale unless all orders could be summed up. The exact
dependence of αS(µ

2
r ) on µr is given by QCD through the renormalisation group

equation (RGE), which determines the running of the renormalised coupling con-
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stant αS(µ
2
r )

µ
2
r

∂αS(µ
2
r )

∂ µ2
r

= β (αS(µ
2
r )) , with β (αS) =−α

2
S · (b0 +b1αS +b2α

2
S +O(α3

S )) .

(2.15)
The β function of QCD is a prime example of a quantity that can be evaluated in
perturbation theory. The first three coefficients of the expansion are

b0 =
33−2NF

12π
, b1 =

153−19NF

24π2 , b2 =
77139−15099NF +325N2

F
3456π3 , (2.16)

where NF denotes the number of quark flavours with masses mq smaller than the
scale µr. Notably, the first term is −b0 < 0 as long as NF ≤ 16, in contrast to QED
where the corresponding coefficient is 8/3 > 0. The non-Abelian nature of QCD
manifests itself in this negative sign of the β function. In total, the coefficients
are known up to four-loop order [57] and are renormalisation-scheme dependent
starting with b2, which is quoted here in the modified minimal subtraction (MS)
scheme [20, 58, 59]. Retaining only the leading term b0, Eq. (2.15) is solved by

αS(Q2) =
αS(µ

2
r )

1+b0 ln(Q2/µ2
r )αS(µ2

r )
, (2.17)

which relates the strength of the coupling at a scale Q to the one at scale µr, as-
suming both scales to be in the perturbative regime. With b0 > 0, the coupling be-
comes weaker at higher scales Q, or, in other words, the effective colour charge gets
smaller when the distance decreases. The consequence is asymptotic freedom, a key
property of QCD, caused by the genuine quantum effect of anti-screening of colour
charges through gluon self-interactions. The 2012 world average value of the strong
coupling constant, quoted at the scale of the Z-boson mass MZ , is given by

αS(MZ) = 0.1184±0.0007 , (2.18)

derived from hadronic τ-lepton decays, lattice QCD calculations, DIS data, e+e−

annihilation processes, and electroweak precision fits [60]. To be considered for this
average, the perturbative expansion of the theory, to which data are compared, must
be known at least to next-to-next-to-leading order. Figure 2.9 shows the respective
determinations of αS as a function of the relevant energy scale Q. In addition, some
results from fits at lower theoretical precision are included in the plot to demonstrate
the running of the strong coupling constant.

At small momentum transfers Q, i.e. large distances, the perturbatively defined
strong coupling constant grows beyond the validity of the perturbative approach.
Defining the value where αS(Q) formally diverges as ΛQCD, an analytic solution to
Eq. (2.15) can be given at one-loop level as

αS(Q) =
1

b0 · ln
(

Q2/Λ 2
QCD

) , (2.19)
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Fig. 2.9 Running of the strong coupling constant as of 2012. Determinations of the strong coupling
constant αS are shown as a function of the relevant energy scale Q of the respective process. The
range in Q extends up to 208GeV from e+e− annihilation data taken at the LEP collider. The
hatched band indicates recent extractions from pp̄ collisions at the Tevatron. (Taken from Ref. [60])

where experimentally ΛQCD ≈ 200MeV for NF = 5 in the MS scheme. This value,
which is close to typical hadron masses and sizes,8 draws the dividing line between
perturbative QCD and the manifestly non-perturbative regime of QCD. This growth
of the coupling constant at small scales Q makes QCD the theory of the strong
interaction that confines the quarks and gluons into ordinary hadronic matter. The
transition from weakly interacting quarks and gluons inside hadrons to the formation
of colour-neutral hadrons can not be described by perturbation theory. The alterna-
tive approach of LGT is not restricted to expansions around αS � 1, but requires
vast amounts of computing power and despite severe approximations such an ap-
proach originally was considered hopeless. Drastic technical improvements and an
exponential growth of computing capacities over the last decades, however, lead
to almost “real world” applications nowadays. For example, it has become possi-
ble in recent years to calculate hadron masses ab initio [61], e.g. of the proton and
neutron, provided mass scales for the three light quarks are set via the precisely

8 Recall that h̄c = 1 in natural units roughly corresponds to 200MeV/fm.
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measured pion, kaon, and Σ baryon masses. Combining pQCD with LGT, the latter
can also be used to determine the strong coupling constant at small scales Q with
seemingly very small uncertainties as visible in Fig 2.9. The uncertainty of αS(MZ)
as given in Eq. (2.18) has, in fact, become very small compared to previous determi-
nations because of the estimates of LGT, cf. Ref. [60]. This will further be discussed
in Chapter 7 on future perspectives.

2.3.2 Cross-Section Predictions

Perturbation theory so far is applicable to reactions between partons. In nature, how-
ever, confinement prohibits to observe free quarks and gluons. Instead only hadrons
with a complex internal structure are available for the production of high-pT colli-
sions. The situation is saved by the factorisation theorem of QCD [45,62], by which
a cross-section computation can be separated into two parts, a short-distance par-
tonic cross section tractable with pQCD, and a manifestly non-perturbative part that
parameterises long-distance effects through universal functions extractable from
measurements in a process independent way. In this approach, the partonic con-
tent of the colliding hadrons is described by parton distribution functions (PDFs),
fi/h(x,µ f ), which quantify the probability to find a parton i with longitudinal mo-
mentum fraction x within a hadron h at a resolution characterised by the factorisation
scale µ f . Transverse degrees of freedom in the initial state usually can be neglected
compared to the collinear momentum component and are integrated over. Specialis-
ing to pp collisions and assuming that collinear factorisation holds, the cross section
of a high-pT scattering process can be written in the following form:

dσ(pp→X) = ∑
i, j

∫
dxdx′ fi/p(x,µ f ) · f j/p(x

′,µ f )×dσ̂(i j→X)(x,x
′,µ f ,µr,αS(µr)) ,

(2.20)
where i, j are the initial-state parton flavours and fi/p, f j/p are the proton PDFs
as functions of the fractional momenta x, x′ of i and j, respectively. The sum ex-
tends over all contributing initial-state partons i, j ∈ {q, q̄,g}, and the factorisation
scale µ f defines the resolution, below which the physics is absorbed into the non-
perturbative PDFs. At higher resolution, any physics process is described by pQCD
in the form of a parton-level cross section dσ̂(i j→X) that depends on the momentum
fractions x, x′, the factorisation and renormalisation scales µ f and µr, and the strong
coupling constant αS(µr). A pictorial representation is given by Fig. 2.10.

The typical scale Q associated with the partonic process is assumed to be in the
perturbative domain, i.e. much larger than ΛQCD. The squared partonic centre-of-
mass energy is given by ŝ = xx′ s, where s = (P1 + P2)

2 is the squared hadronic
centre-of-mass energy and P1, P2 are the four-momenta of the incoming hadrons.

The collinear factorisation ansatz is the key element for quantitative predictions
in perturbative QCD. Based on the property of asymptotic freedom, the desired
cross sections with relevant scale Q can be expanded as a power series in the strong
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Fig. 2.10 Sketch of one parton i of proton one and one parton j from proton two participating in a
high-pT scattering reaction A(i j→ ab).
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Fig. 2.11 Some LO QCD Feynman diagrams and LO EW corrections for qq̄→ qq̄ and uidi→ uidi.

coupling constant αS(Q). Conventionally, the lowest-order contribution is denoted
as leading order (LO), the subsequent ones as next-to-leading order (NLO), next-
to-next-to-leading order (NNLO) and so forth. More precisely, these terms should
be labelled as e.g. NNLO QCD corrections. For transverse momenta at the TeV
scale or under particular kinematic conditions, electroweak (EW) tree-level effects
of O

(
ααS,α

2
)

and loop effects of O
(
αα2

S

)
might become equally or even more

important than a QCD NNLO term. Figure 2.11 provides some examples of LO
QCD and LO EW Feynman diagrams contributing to the qq̄→ qq̄ and uidi→ uidi
processes. For further details Refs. [48, 63, 64] are recommended.

The universal PDFs required in this factorised ansatz must be extracted from
data. Their dependence on the factorisation scale µ f , however, is again prescribed by
QCD via the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) [65–68] evolu-
tion equations:
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µ
2
f

∂ fi(x,µ f )

∂ µ2
f

= ∑
j={q,q̄,g}

1∫

x

dz
z

αS

2π
Pi j(z) f j/p(x/z,µ f ) , (2.21)

where the Pi j are the regularised Altarelli–Parisi (AP) splitting functions

Pqq(z) = CF

(
1+ z2

(1− z)+
+

3
2

δ (1− z)
)
,

Pqg(z) = TF
(
z2 +(1− z2)

)
, Pgq(z) =CF

(
1+(1− z)2

z

)
, (2.22)

Pgg(z) = 2CA

(
z

(1− z)+
+

1− z
z

+ z(1− z)
)
+δ (1− z)

11CA−4NF TF

6
,

with Pq̄q̄ = Pqq and Pgq̄ = Pgq.9 The splitting functions, listed here at one-loop, i.e.
LO approximation, are known up to three-loop accuracy [69,70]. When calculating
the LO, NLO, . . . estimates of a partonic cross section, the QCD evolution of the
PDFs has to be used at the same relative order.

The LO DGLAP evolution allows for an interpretation by means of simple
branching processes. A parton i resolved at a scale µ f may have originated from
the branching of a parton j resolved at some higher scale. This transition of parton
j to i is accompanied by the emission of an additional QCD parton. When applying
the DGLAP equations to solve for the scale evolution, these emissions are ignored
by considering inclusive processes only.

First investigated in the context of DIS under kinematic conditions with a large
transverse momentum squared Q2, the task was to sum up all leading terms that
give rise to logarithmically enhanced contributions proportional to (αS logQ2)n to
the cross section. With respect to the parton kinematic plane in (x,Q2) as shown in
Fig. 2.12 indicating the accessible phase space for fixed-target, HERA, and LHC ex-
periments, the DGLAP evolution equations connect PDF sensitive measurements at
different scales Q2. On the other hand, for very small momentum fractions x probed
at large energies

√
s in the forward or backward directions with respect to the beams,

some PDFs, e.g. the gluon one, rise dramatically. Summing up the leading logarith-
mic contributions proportional to (αS log(1/x))n the PDF evolution is described by
the Balitsky–Fadin–Kuraev–Lipatov (BFKL) [71, 72] equations. For the purpose of
the high-pT processes considered here the DGLAP equations are sufficient.

2.3.3 Parton Luminosity

Even without specifying the partonic production process dσ̂(i j→X) in Eq. (2.20), a lot
can already be learned from the parton kinematics and the PDFs. Specifying the in-

9 The subscript “+” indicates the use of the plus prescription defined via the distribution∫ 1
0

f (x)
(1−x) +

dx =
∫ 1

0
( f (x)− f (1))

(1−x) dx for any sufficiently smooth function f .
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coming parton four-momenta in the centre-of-mass system as p1 =
√

s/2 · (x,0,0,x)
and p2 =

√
s/2 · (x′,0,0,−x′), the rapidity y of a final state particle of mass M =

√
ŝ

is given by y = 1/2 · ln(x/x′) and the momentum fractions read x,x′ = (M/
√

s) · e±y

as shown in Fig. 2.12 with x1 = x and x2 = x′. With these parton momentum fractions
the hadron beams effectively are parton beams of variable energy, where the energy
profile is given by the PDFs. Assuming that the partonic cross section dσ̂(i j→X) only
depends on ŝ, it is useful to define the differential parton luminosity10

d2Li j

dŝdy
=

1
s

1
1+δi j

[
fi/p(x,µ f ) f j/p(x

′,µ f )+
(
x↔ x′

)]
(2.23)

and its integral dLi j/dŝ. The pre-factor with the Kronecker δ corrects for double-
counting in case of identical parton flavours i and j. The inclusion of s into the
definition allows the comparison between different colliders. Using dŝdy = sdxdx′,
the factorised cross section Eq. (2.20) can be transformed into

dσ(pp→X) = ∑
i, j

∫
dŝdy

[
dLi j

dŝdy

]
×dσ̂(i j→X)(ŝ,µ f ,µr,αS(µr)) , (2.24)

or

σ(pp→X) = ∑
i, j

∫
dŝ
[

dLi j

dŝ

]
×dσ̂(i j→X)(ŝ,µ f ,µr,αS(µr)) , (2.25)

respectively. The term in square brackets, i.e. the parton luminosity, has units of
a cross section. Provided reasonable estimates of the other numerical factors are
possible, cf. Refs. [37] or [74], the parton luminosities allow order-of-magnitude
estimations for cross sections as a function of the centre-of-mass energy.

2.3.4 Final State

One entity from Eq. (6.8) that has not yet been discussed is the final state X of
a collision. The simplest reaction that can be considered is the Drell–Yan pro-
cess [75], where a quark and an antiquark annihilate to produce a lepton pair:
σ̂ (qq̄→ `+`−). Figure 2.13 shows relevant LO and NLO Feynman diagrams. In
this case there are no strongly interacting particles in the final state and the the-
ory prediction can directly be compared to the measured leptons. Merely the proton
remnants, which fragment into hadrons along the beam lines, have to be described
by non-perturbative models. At high transverse momenta, the two leptons are well
separated from any such proton debris and high-precision comparisons with theory
are possible.

However, in the vast majority of reactions at least some colour-charged partons
are produced so that a further step covering the transition from the partonic final state

10 This should not be confused with the luminosity, which is a characteristic of a collider.
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q̄ l+γ∗

Fig. 2.13 Feynman diagrams for the Drell–Yan process qq̄→ `+`− at LO and NLO: tree-level
amplitude (left), virtual correction (middle), and real correction (right).

to measurable particles, the so-called “particle level”, is needed. Here, “measurable”
refers to colour-neutral particles with mean decay lengths such that cτ > 10mm,
where c is the speed of light and τ the mean lifetime of a particle. One possibility to
account for this transition is to reuse the concept underlying the PDFs that describe
the partonic content of a hadron, only in an inverted sense. The necessary functions
Dk→h(z,µF) are called fragmentation functions (FFs) and are the final-state ana-
logues of the PDFs [76]. They parameterise the probability of finding a hadron h
within the fragmentation products of parton k, carrying the fraction z of the parton
momentum. With this definition, Eq. (2.26) reads

dσ(pp→X) = ∑
i, j,k

∫
dxdx′dz fi/p(x,µ f ) · f j/p(x

′,µ f ) × dσ̂(i j→k)(x,x
′,z,µ f ,µr,αS(µr))

× Dk→X (z,µF) , (2.26)

where, like for the PDFs, fragmentation functions depend on a non-physical reso-
lution or fragmentation scale µF . Again, these functions can currently not be deter-
mined by first principles in QCD, but once they have been measured, they are valid
universally. Experimentally favourable conditions prevail for example in e+e− colli-
sions, where qq̄ pairs are created via the inverse of the Drell–Yan process described
above.

Other possibilities to account for the transition to measurable particles make use
of the concepts of energy flow [77] and particle jets [78–82]. Instead of scrutinising
the detailed production of identified particles—an experimentally very challenging
endeavour—for the majority of processes it is sufficient to know how much en-
ergy or momentum is carried away by hadrons into a specific direction. Focusing
on the normalised spatial distribution of the energy flow, the “shape” of an event
(or an ensemble of events) can be compared to QCD radiation patterns. The in-
fluence of non-perturbative (NP) effects on such event shapes is expected to be
power-suppressed with respect to some process-relevant energy scale Q [83]. Event
shapes are very popular study subjects in e+e− collisions, lead to the discovery of
the gluon [84–86] at the e+e− colliders of DESY in Hamburg, and are at the basis of
one of the αS(MZ) determinations entering the world average reported in Ref. [28].
They are further discussed in Section 6.6.

QCD also predicts that the large-distance NP effects are mostly decoupled from
the hard reaction so that highly energetic partons fragment into a collimated stream
or “jet” of hadrons, which inherits energy and momentum from its parent parton.
More precisely, the transverse momenta of individual hadrons with respect to the
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jet direction are expected to be typically of the order of ΛQCD. Of course, the term
“collimated” requires a mathematical prescription that, given some distance mea-
sure, unambiguously decides which objects belong to a jet. Since such particle jets
are THE primary subject of this work, the whole Section 2.5 is dedicated to their
introduction.

If complete knowledge of the final state of a collision event is mandatory, for
example in detailed simulations of a complex experimental apparatus, perturbative
methods must be complemented with models for the NP effects. This is the domain
of general-purpose Monte Carlo (MC) event generators, which will be introduced
in the next Section 2.4.

2.4 General-purpose Monte Carlo Event Generators

For a first overview it is interesting to compare the cross sections for a set of standard
processes as a function of the centre-of-mass energy. Such an overview is given in
Fig. 2.14, where typical values can be read off, in decreasing order, for the produc-
tion of b quarks, jets, W and Z bosons, top quarks, and Higgs bosons separately for
the three major production processes. In addition, the total cross section is indicated
as well as two diboson production channels and jet production above a minimal jet
pT that scales with

√
s/20. The plot spans about a dozen orders of magnitude be-

tween the total cross section and Higgs production, i.e. only each trillionth event
of any pp collision produces one of the famous Higgs particles discovered in 2012
by the ATLAS and CMS experiments at the LHC [87, 88]. On the other hand, top
quarks, discovered with a handful of events at the Tevatron collider in 1995 [89,90],
are produced roughly at a rate of one per second at the LHC with

√
s = 8TeV.

The cross sections presented in Fig. 2.14 are sufficient for a rough estimation
of event types and rates to expect for a new collider. For the conception of an ex-
periment such as the ones at the LHC, much more comprehensive predictions are
indispensable, not only for the precise design with the help of detailed simulations,
but also in the later operational phase for an accurate understanding of the recorded
data. On the theory side, the most complete description of a collision event is given
by general-purpose MC event generators. Based on physically motivated probabil-
ity distributions, they generate every step in the reaction chain leading from the
initial interaction between the two incoming beam particles to the final state that is
composed of a list of specific particle types with their respective masses and four-
momenta. Everything beyond the final-state particle level, i.e. for flight distances
larger than 10mm, cf. Section 2.3.4, is part of the detector simulation discussed in
Section 3.4.1.
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Fig. 2.14 Typical cross sections and event rates for SM processes including Higgs boson pro-
duction as a function of the centre-of-mass energy in pp̄ (below 4TeV) and pp collisions (above
4TeV). (Taken from Source: 2012 W.J. Stirling [73])

2.4.1 Non-perturbative Modelling

Three general-purpose MC event generators are in widespread use at the LHC:
PYTHIA (The Lund Monte Carlo for high-pT Physics), HERWIG (Hadron Emission
Reactions With Interfering Gluons), and SHERPA (Simulation of High-Energy Re-
actions of PArticles). The first two have undergone decades of development from
early versions in the FORTRAN programming language, PYTHIA [91–94], HER-
WIG [95–98], up to the ones in current use based on C++, PYTHIA8 [99, 100] and
HERWIG++ [101], which most recently was renamed to HERWIG7 [102]. The new
contender, SHERPA, was directly developed in a C++ framework [103].

Within the scope of this work it is hardly possible to do justice to all these de-
velopments and even less so to explain the concepts and models in great detail. To
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complement the following short recapitulation, it is advised to consult the excel-
lent overview of MC event generators in Ref. [104] or the corresponding chapter
of Ref. [105]. References [106] and [107] are recommended as reviews or lectures
that include also the latest developments, A pre-LHC summary can be found in
Ref. [108].

Coming back to the simple example of Drell–Yan lepton-pair production, a
sketch of a MC event generation is shown in Fig. 2.15. The small central blob in red
represents a high-pT, short-distance interaction, where in this case the pair of lep-
tons is created. Even though the two leptons do not interact any further, the situation
is complicated by the fact that the initial parton lines radiate gluons that evolve into
cascades of partons. This process is described perturbatively by the concept of par-
ton showers (PS) [109, 110]. If the high-pT scattering products are partons as well,
then the initial-state radiation (ISR) must be complemented by final-state radiation
(FSR). Considered as a whole, the parton showers represent in their simplest form a
perturbative leading-logarithmic approximation (LLA) to the full result. In contrast
to the fixed-order partonic cross sections that well describe the high-pT component
of a scattering reaction, the LLA works explicitly well for the situation of collinear
or soft radiation around a parton. In the basic use case, the MC event generators
combine LO predictions with PS (LO+PS). Exploiting the freedom in the choice
of shower resolution scale and inclusion of colour-coherence effects, several imple-
mentations exist. PYTHIA contains two incarnations with Q2- and pT-ordered PS,
respectively [111–113], while HERWIG employs angular-ordered showers [95,114].
SHERPA’s version is based on the concept of dipole showers [115, 116] first devel-
oped in Ref. [117].

Finally, all partons in an event must form colourless compounds, represented
by hollow ellipses in Fig. 2.15, that must be transformed into hadrons (yellow cir-
cles), which according to their lifetimes might still decay or not. For this manifestly
non-perturbative step of fragmentation, frequently also called hadronisation, only
models exist. In PYTHIA this step is performed with the Lund string fragmenta-
tion [118–120]. The alternative model is cluster fragmentation, which is used in
HERWIG [121] as well as in SHERPA [122]. The pictorial view of Fig. 2.15 is based
on the HERWIG version.

Unfortunately, this picture has to be refined further in order to account for addi-
tional, relatively diffuse “soft” particle production observed in hadron-hadron colli-
sions, but absent from the theoretical description so far. Neither ISR and FSR nor the
fragmentation of the beam remnants can sufficiently explain the effect. Moreover,
the amount of extra particles (and energy) depends not only on the centre-of-mass
energy but also on the energy scale of the primary interaction, which is characterised
by the leading jet pT. In phenomenological studies everything not associated to the
high-pT reaction is investigated and generically denoted as the underlying event
(UE). Traditionally, this is done by geometrically subdividing an event into differ-
ent regions of azimuthal angle, “towards”, “away”, and “transverse”, with respect
to the jet or particle leading in pT as illustrated in Fig. 2.16. At the same time the
pT of the leading object is defined to be the so-called event scale, i.e. the measure
of the momentum transfer in the partonic scattering. The transverse region then is
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Fig. 2.15 Sketch of a MC event generation: One parton from each colliding hadron (grey blobs)
interact and result in two high-pT leptons (red). Gluon radiation off the incoming partons ini-
tiate parton showers, whose partons are combined into colourless clusters (hollow ellipses) that
finally are fragmented into potentially further decaying hadrons (yellow circles). (Sketch courtesy
of S. Gieseke)

used to measure the soft particle production that supposedly does not originate from
the high-pT scatter. Studies along this line were performed at a series of centre-of-
mass energies at the Tevatron [123–126] and at the LHC by the ATLAS [127–130],
CMS [131–135], and ALICE experiments [136].

Predictions so far are based on the naive picture of only one interacting parton
from each colliding hadron to participate in a high-pT reaction. It is known though
that this picture must fail when approaching small transverse momenta, because the
respective cross sections grow beyond all limits and finally violate unitarity. The as-
sumption of two simultaneous high-pT interactions is an interesting subject of study
on its own and is closer examined in Section 6.4. To simulate the underlying event,
the MC event generators accompany the primary reaction by multiple parton inter-
actions (MPI) depending on the overlap in the transverse plane of the percolating
hadrons. Collisions with a small impact parameter lead to high transverse momenta
and more MPI, while a merely grazing collision exhibits only few soft particles.
Partons produced by this extra activity interfere with other partons in the event, in-
cluding the ones from ISR, FSR, and the beam remnants, and cannot be uniquely
separated. A sketch of the resulting hadron-hadron event composition is shown in
Fig. 2.17.

The original impact parameter model presented in Ref. [138] is used in PYTHIA,
with modifications described in Refs. [113,139], as well as in SHERPA. The eikonal
multiple partonic scattering model applied in HERWIG is explained in Ref. [140]. To-
gether with numerous other parameters steering the parton showers, hadronisation,
and decays, the MPI-based phenomenological models employed in the MC event
generation must be adapted or tuned to data, e.g. from the various experimental re-
sults listed above. Two popular tools employed for such tunings are RIVET [141]
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Fig. 2.16 Illustration of the “toward”, “away”, and “transverse” regions: The highest-pT jet of
an event defines the zero direction of the azimuthal angle in the transverse plane of a hadron-
hadron collision. The leading jet as well as the balancing jet in the opposite direction dominate
the particle and energy flow in these “toward”- and “away”-side named regions. Perpendicular to
the latter is the “transverse” region (red) that is expected to receive predominantly particles from
the underlying event. All particles and energies within the respective azimuthal angular intervals
are summed up within a pseudorapidity range that usually coincides with the acceptance region of
tracking devices, hence “charged” jet. (Taken from Ref. [123])

Fig. 2.17 Sketch of the composition (left) of a generated hadron-hadron collision. The “hard”
parton-parton scattering, complemented with ISR and FSR, (top right) is accompanied by soft
particle production from MPI and hadron remnant fragmentation (bottom right). Because of inter-
ference already at parton level it is not possible though to unambiguously attribute any interaction
product to a particular effect. (Adapted from illustration courtesy of D. Piparo [137] following an
original design of R. Field)
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and PROFESSOR [142]. RIVET contains numerous MC event analyses that follow
as closely as possible the observable definitions and selection criteria of published
measurements. Thereby, for each such measurement, it efficiently provides sets of
MC predictions for arbitrary choices of parameters to tune. These predictions are
then delivered to the PROFESSOR framework, which parameterises the generator re-
sponse and returns the set of tuned parameters that best fits the input measurements.

Recent developments in MPI and in MC tuning are discussed in a workshop
series, cf. Refs. [143–145]. Dedicated MC tuning efforts are reported in Refs. [146–
149]; a comprehensive review can be found in Ref. [150].

2.4.2 Perturbative Concepts

The standard perturbative concept applied so far to MC event generation consists
in attaching parton showers to a LO prediction, which works well for the situa-
tion of collinear or soft radiation around few high-pT partons. At LHC energies,
however, high-pT partons are produced abundantly. Therefore, more sophisticated
strategies were needed that allow the automated calculation of multi-parton fixed-
order results and their combination with parton showers. Several tree-level merging
or matching schemes were developed that consistently dress varying multi-parton
states with parton showers and combine everything into an inclusive event sample:
the Catani–Krauss–Kuhn–Webber (CKKW) approach [151,152], the Lönnblad vari-
ant CCKW-L [153], and the MLM method [154]. A comparative review is presented
in Ref. [155].

For most observables, however, NLO predictions in the strong coupling constant
represent the first accurate theoretical estimate that allows an assessment of asso-
ciated theoretical uncertainties. To improve the fixed-order part of MC event gen-
eration correspondingly, two challenges had to be overcome. First, methods had to
be developed that deal with the more involved NLO calculations and properly can-
cel singularities between real-emission graphs and virtual one-loop corrections in a
numerically stable way. A number of techniques have been established [156–159].
Secondly, when combining NLO matrix elements with parton showers, the obstacle
of double-counting configurations that appear in both approaches needs to be re-
solved. For example, real-emission corrections as part of the fixed-order calculation
have to be properly synchronised with the first, i.e. highest-pT, shower splitting. Two
strategies emerged, which are known as MC@NLO [160] and POWHEG [161–163]
and which are compared for example in Ref. [164].

Thanks to this enormous progress made over the last years, sometimes dubbed
“the NLO revolution”, nowadays standard in terms of pQCD ingredients to MC
event generation is the combination of NLO with parton showers including multi-
parton tree-level corrections or even PS-matched NLO calculations of varying par-
ton multiplicity [165–171]. Here, it should be noted that jet algorithms play an es-
sential part in these developments by providing a safe mapping between m-parton
and n-jet (n≤ m) final states.
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2.5 Jet Algorithms

In common language a jet describes a collimated stream of objects forcefully mov-
ing into the same direction, like water molecules in a jet of water. An example of
such a “jet d’eau” is the famous water fountain and symbol of the city of Geneva as
shown in the photograph Fig. 2.18.

In experimental particle physics, jets are made of measured tracks or energy de-
positions as illustrated in Fig. 2.19. To decide unambiguously whether a measured
object belongs to a jet or not, a mathematical prescription is required: a jet algo-
rithm. Moreover, for comparisons to pQCD, which predicts cross sections in terms
of quarks and gluons, an algorithm is needed that is applicable to theoretical calcula-
tions as well as to measurements from different experiments. The first prescription
of such a jet algorithm was given by G. Sterman and S. Weinberg in 1977 [172]
with respect to e+e− collisions, where particles (or energy depositions) are grouped

Fig. 2.18 The Jet d’Eau, the famous symbol of Geneva, Switzerland, the hosting city of the CERN
laboratory. The water fountain has its origin in a safety valve for a hydraulic power network from
1886. In its nowadays form as a landmark and tourist attraction it reaches a height of 140m, for
which 500 litres of water per second are ejected at a speed of 200km/h.
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Fig. 2.19 Illustration of a jet to which bundles of partons, hadrons, or detector measurements are
grouped together. (Taken from Ref. [48])

together depending on their location with respect to an angular cone around a spe-
cific direction. In the following decade this prescription was extended by theorists
as well as by experimental groups in order to analyse hadron-hadron collisions in
terms of a number of cone-shaped jets of a chosen jet size or radius, R, which are lo-
calised around the highest concentrations of energy in an event. In the same period a
novel type of algorithm based on iterative pairwise clusterings was introduced by the
JADE Collaboration for the analysis of e+e− events at the PETRA collider [173].
A summary of the jet algorithms in use at that time is presented in Ref. [174]. Two
classes of jet algorithms emerged:

1. cone algorithms that assign objects to the leading energy-flow objects in an
event based on geometrical criteria;

2. sequential-recombination algorithms that iteratively combine the closest pairs
of objects.

It was quickly realised, however, that the comparability of jet quantities between
experiment and theory or among different experiments was questionable at best be-
cause of serious shortcomings in these early algorithms. For example, many cone
algorithms need starting points with a minimum energy or momentum for the cone
directions, so-called “seeds”, which spoil their applicability in perturbation theory.
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In a series of workshops extending over almost 20 years and starting with the one at
Snowmass in 1990 [175–177], the uncovered issues could be addressed and mostly
solved leading to a number of requirements, which are listed below from a nowa-
days perspective. An excellent recapitulation of the encountered problems and the
developments can be found in Ref. [178].

2.5.1 General Desiderata

• Order independence: equal applicability to partons, particles, or measured tracks
and energy depositions;

• Full specification: disclosure of all necessary details including the required soft-
ware;

• Ease of implementation: avoidance of complex, proprietary code developments.

These rather general conditions are met by only permitting four-momenta as in-
put objects and by using standardised public code for the jet clustering instead of
proprietary implementations as done previously. The software library of reference
in use at the LHC is FASTJET [179]. Furthermore, to compare parton-based theory
predictions with experiment a clear definition must be given of the final state “truth
level” to which measurements and theory are corrected [177], cf. the previous Sec-
tion 2.3.4. The definitions in use by the ATLAS and CMS experiments are given in
Section 3.2.2.

2.5.2 Theoretical Desiderata

• Well-defined finite cross sections at any order of pQCD: collinear and infrared
safety;

• Longitudinal boost invariance: independence of jet observable of longitudinal
boosts, in particular for hadron-hadron collisions;

• Boundary stability: insensitivity of jet kinematic boundaries from details of the
hadronic final state e.g. the number of particles;

• Insensitivity to non-perturbative effects: limitation of impact of hadronisation
and additional soft particle production (underlying event).

The by far most pressing issue that needed to be addressed is the collinear and
infrared safety of a jet algorithm; otherwise the cancellation of collinear and soft
singularities appearing in calculations of pQCD is spoiled and the most powerful
computational technique for predictions, perturbation theory, is rendered useless.
Hence, the outcome of a jet-clustering procedure must neither depend on the split-
ting or merging of collinear parton four-vectors nor on the addition of arbitrarily soft
partons to the set of clustering objects. More formally, to be collinear- and infrared-
safe an observable Fm(p1, . . . , pm), defined as a function of m four-momenta pi, must
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satisfy the following conditions:

Fm(p1, . . . ,λ pi, p j = (1−λ )pi, . . . , pm) = Fm−1(p1, . . . , pi, p j−1, p j+1, . . . , pm)

and (2.27)
lim
λ→0

Fm(p1, . . . ,λ pi, . . . , pm) = Fm−1(p1, . . . , pi−1, pi+1, . . . , pm)

with 0 < λ < 1. Examples of unsafe behaviour occurring notably for the cone-type
jet algorithms, which partially are still employed at the Tevatron [176, 180, 181],
are shown in Fig. 2.20. The first row demonstrates an issue in cone algorithms with
energy (or pT) thresholds for the seeds of the cone finding procedure. The two in
terms of energy flow equivalent situations are distinguished by the number of recon-
structed jets. The collinear splitting of a four-momentum leads to the disappearance
of a jet (right plot) as compared to the left panel. In the second row, the emission
of a soft gluon leads to the merging of two jets into one, spoiling the cancella-
tion of divergences in the virtual corrections (left configuration) against the ones in
real corrections (right configuration). A safe cone algorithm, SISCone for seedless
infrared-safe cone, only exists since 2007 [182].

Longitudinal boost invariance and boundary stability are ensured by using the
rapidity y instead of the pseudorapidity for the jet kinematics and by combining
two clustering objects through four-vector addition. The combination prescription
is called recombination scheme (RS), for which other possibilities have been em-
ployed in the past [175], but have been abandoned by now. The boundary stability
is essential for the applicability of soft gluon resummation to stabilise fixed-order
pQCD predictions near exclusive phase space boundaries. As an aside, collinear and
infrared safety are necessary, but not sufficient conditions for finite predictions or-
der by order. Unsmooth behaviour of a “safe” observable inside its allowed range,
caused for example by a change in phase space limitations when going from an n-
to an n+ 1-parton final state, can lead to infinities at these internal borders unless
the calculation is complemented with soft gluon resummation [183].

Finally, jet algorithms are designed per se to delimit the impact of the non-
perturbative hadronisation phase by collecting within one jet hadrons spread out
in pT by ≈ ΛQCD relative to the jet axis. Obviously, the amount of leakage, the so-
called out-of-cone effect (OOC), depends on the cone size R. On the other hand,
the algorithm itself plays a role as well as can be seen from Fig. 2.21, which shows
hadron-jet associations for a 3-jet event in e+e− collisions [184]. The same set of
four-momenta is differently distributed over the three jets when using the JADE al-
gorithm [173] (left) as compared to the kt algorithm [185] (right). In particular, the
JADE algorithm clusters soft particles together into the third jet although they are
going into opposite directions, while the kt algorithm is designed to undo perturba-
tive parton splittings and prefers small angle over small mass clusterings. In effect it
is found that the kt algorithm is better behaved than JADE in terms of hadronisation
corrections and resummability of large logarithms at small values of the resolution.

A detailed comparison of the impact of the jet radius R on the size of NP cor-
rections to jet pT cross sections has been performed in a collinear approximation in
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collinear
splitting
−→

soft
emission
−→

Fig. 2.20 Examples of collinear- and infrared-unsafe behaviour. Upper row: The collinear splitting
of a jet seed reduces the seed pT’s below threshold. Lower row: The emission of a soft gluon leads
to the merging of two jets into one.

Fig. 2.21 A 3-jet final state in e+e− collisions as seen by the JADE (left) and kt (right) jet algo-
rithms. The particle assignments to the first, second, and third jet according to the algorithms are
indicated by full, dash-dotted, and dashed lines. (Redrawn from Ref. [184])

Ref. [186]. As shown in Fig. 2.22 it was found that perturbative radiation, hadroni-
sation, and the underlying event affect jet transverse momenta for small R roughly
proportional to lnR, −1/R, and R2 respectively. As a consequence, the value of the
jet radius parameter R determines which aspects of jet formation are emphasised
and is a matter of choice.



2.5 Jet Algorithms 33

〈δ
p

t〉
2 p

e
rt
 +

 〈
δ
p

t〉
2 h
 +

 〈
δ
p

t〉
2 U

E
 [
G

e
V

2
]

R

Tevatron

quark jets

pt = 50 GeV

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 0.4  0.5  0.6  0.7  0.8  0.9  1  1.1

〈δpt〉
2
pert

〈δpt〉
2
h

〈δpt〉
2
UE

Fig. 2.22 Estimation of the squared average shift in pT of a jet caused by perturbative radiation
(pert), hadronisation (h), and soft particle production from the underlying event (UE) as a function
of the jet cone size R. The effects are estimated in a collinear approximation for quark jets at
Tevatron energies. (Taken from Ref. [186])

2.5.3 Experimental Desiderata

• Detector independence: No algorithmic dependence on detector details;
• Computational efficiency and predictability: predictable computing times that

only mildly increase with growing numbers of input objects;
• Maximal reconstruction efficiency: lossless treatment of all input objects (no

“dark jets”);
• Insensitivity to pile-up collisions: accurate correction for additional energy not

coming from the primary interaction;
• Ease of calibration: accurate and straightforward estimation of diverse detector

effects on the jet response.
• Minimal resolution smearing and angular biasing: avoidance of algorithmic dis-

tortions in addition to detector effects;

Early versions of jet construction by the UA1 and UA2 experiments at the Spp̄S
were based on the cell structure of their calorimeters in a way making it difficult
to compare consistently to theory or other experiments [187–189]. This could be
remedied by using cone algorithms, which as an added bonus are computationally
efficient even for a large number N of input objects. On the contrary, sequential-
recombination algorithms like kt, favoured in low multiplicity e+e− collisions, were
believed to scale with N3 in terms of computing time. It was discovered in Ref. [190]
that much better implementations are possible where the N3 dependence is drasti-
cally reduced to merely N2 or N lnN. As a consequence kt type algorithms became
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Fig. 2.23 Illustration of a pile-up collision in addition to a primary high-pT interaction leading
to additional particles and energy depositions within the same event. (Illustration courtesy of
J. Berger [192])

even faster than cone-type ones and it could be envisioned to apply them in the ex-
perimental triggering procedure, where fast and predictable reconstruction times are
a must.

An undesired feature related to the search for stable cones in some cone-type
algorithms is the possibility to have so-called dark jets, i.e. measured energy depo-
sitions that are not reconstructed as jets [191]. This does not happen with sequential-
recombination algorithms.

An experimental complication to jet measurements is caused by the quest for ex-
tremely rare processes like Higgs boson or very high-pT jet production that demand
correspondingly high instantaneous luminosities to be provided by a collider. Such
luminosities cannot be achieved without piling up multiple proton-proton collisions
per bunch crossing. In addition, the finite integration time of detector components
in comparison to bunch separations of 50 or 25ns (from 2015 onwards) leads to
crosstalk from adjacent colliding bunches. As a result, each “event” is interspersed
with energy depositions from such pile-up collisions (PU), which need to be sub-
tracted. At low pT even complete jets made of PU energy might be produced as
illustrated in Fig. 2.23. An event-by-event identification of PU contributions is pos-
sible only for charged particles, which appear as reconstructed tracks that are not
associated to the primary vertex of the event.

Jet algorithms that are insensitive to PU do not exist. Instead PU particles and
energy are collected roughly proportional to the jet radius R2 in a similar fashion as
for the UE. Since a complete subtraction of PU is impossible, it is advantageous to
have a clear idea of the jet area A. Although not always exactly correct, for cone-
type algorithms the area is estimated to be πR2, at least for the leading jets. For the
kt algorithm it is much more involved. However, as first proposed in Ref. [193] it
is possible to define a jet area for each collinear- and infrared-safe jet algorithm by
clustering in addition to the normal list of input objects large numbers of so-called
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Fig. 2.24 Illustration of jet areas for the kt, Cambridge/Aachen, SISCone, and anti-kt jet algo-
rithms. The tiles in rapidity and azimuth are coloured as a function of the number of ghosts clus-
tered into a particular jet. (Taken from Ref. [193])

ghost particles that have negligible four-momentum and are uniformly distributed
in rapidity and azimuth. Figure 2.24 presents as example for one hadron-hadron col-
lision event the jet areas so defined for the kt [194], Cambridge/Aachen [195, 196],
SISCone [182], and anti-kt [197] jet algorithms. The exact definition for the three
sequential-recombination algorithms is given in the next Section 2.5.4. The kt algo-
rithm first combines low-pT objects and leads to larger, irregular-shaped areas, while
anti-kt starts clustering with the highest-pT objects and produces round-shaped jet
areas as if from a cone jet algorithm. The Cambridge/Aachen algorithm solely relies
on angular distances and lies somewhere in the middle of the other two.

With respect to PU subtraction and ease of calibration a regular shape of the
jet area is favourable, because it simplifies the experimental evaluation of average
densities (per area) to implement corrections as described in Chapter 3. In combina-
tion with perturbative safety, fast computing speed, and good geometrical resolution
characteristics, the cone-like sequential-recombination algorithm anti-kt was there-
fore quickly adopted as the standard jet algorithm at the LHC.
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2.5.4 Sequential Recombination Algorithms

The sequential-recombination algorithms in use at the LHC can be described in a
unified way. First of all two distance measures must be defined that give the relative
distance di j between each pair of N input objects i and j and between each input
object i and the beam direction, diB:

di j = min
(

p2p
T,i, p2p

T, j

) ∆R2
i j

R2 , (2.28)

diB = p2p
T,i . (2.29)

Here, ∆Ri j is the purely “angular” distance in y and φ between i and j,11

(∆Ri j)
2 = (yi− y j)

2 +(φi−φ j)
2 , (2.30)

which is scaled with respect to a parameter R that is equivalent to a cone radius
and defines what will be referred to as jet size in the rest of this work. The power
p decides whether low- or high-pT objects are clustered first and differentiates be-
tween the kt (p = 1), the Cambridge/Aachen (p = 0), and the anti-kt (p = −1) jet
algorithms.

Then, the minimal distance dmin is found from all pair-wise distances di j and all
beam distances diB simultaneously. If dmin ∈ {diB}, then the input object is declared
a final jet, removed from the list of clustering objects, and added to the list of F
jets, which initially is empty. If dmin ∈ {di j}, then the two objects are merged with
four-vector addition as recombination scheme and the new object is added to the
clustering list while the parent objects i and j are removed. These steps are repeated
until there are no more objects left in the clustering list. The list of final jets then is
returned as result. An illustrative flowchart of the described algorithms is displayed
in Fig. 2.25.

The default jet sizes chosen in LHC Run 1 by the two omni-purpose experiments
for the anti-kt algorithm are R = 0.4 and 0.6 for ATLAS and R = 0.5 and 0.7 for
CMS. For Run 2, CMS changed the smaller jet size to 0.4 enabling direct compar-
isons to ATLAS measurements.

If the substructure of a jet is of interest, for example because the jet is supposed
to come from a heavy boosted object whose two- or three-prong decay products
all end up in the same jet, then it might be unwise to enforce a round-shaped jet
area. For such purposes other jet types are better suited and in particular the Cam-
bridge/Aachen algorithm is widely used. Last but not least, jet areas itself can be
exploited for measurements, for example as an alternative to the traditional method
to determine the UE [198].

11 Of course, azimuthal angular separations are delimited to the interval (−π,+π].
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Fig. 2.25 Flowchart of a jet algorithm with sequential recombination. N input objects, usually
given in the form of four-momenta pi, are iteratively clustered following a recombination scheme
RS. The final output is a list of K jets where K ≤ N.
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2.6 Theoretical Uncertainties

Given the amount of approximations and assumptions necessary before arriving at a
prediction comparable to experimental data, a careful assessment of related uncer-
tainties is mandatory. The most common theoretical uncertainties encountered in jet
physics will be addressed in the next sections. They are related to:

1. the truncation of the perturbative series in a fixed-order calculation, colloquially
but inadequately referred to as scale uncertainty;

2. the limited knowledge of hadron structure, PDF uncertainty;
3. the limited knowledge of the strong coupling constant, αS uncertainty;
4. the modelling and tuning of non-perturbative effects, NP uncertainty.

Depending on the observable under study and the employed theoretical tools and
techniques, further causes such as the fragmentation of heavy quarks, the top mass,
decay constants, or limited statistical precision in numerical approximations may
give rise to further uncertainties, cf. also Chapter 9 of Ref. [199].

2.6.1 Scale Uncertainties

Because the perturbative expansion in the strong coupling constant αS needs to be
truncated, all fixed-order calculations suffer from the fact that the missing higher
orders somehow have to be accounted for in an uncertainty. Apparently, a truncated
expansion following Eqs. (2.14)-(2.16) depends on the more or less arbitrary choices
of renormalisation scheme and scale µr, while the full result of a renormalisable
theory does not. More precisely, it can be shown that a quantity expanded in αS up
to terms of power n varies with ln µ2

r proportional to α
n+1
S , i.e. one order higher than

the expansion itself:
dX

dln µ2
r
(αn

S ) =O
(
α

n+1
S

)
. (2.31)

Naturally, this lead to the paradigm of estimating missing higher orders through this
residual scale dependence. The differences between the central and varied results
when changing the scale µr around a central value µ0 by factors of 1/r and r are
taken to be the scale uncertainty. However, there are a couple of questions related to
this ad hoc procedure that, nevertheless, is in widespread use:

• What renormalisation scheme to choose?
• What should the central scale µ0 be?
• Which factor r should be used for the variation?
• What is the statistical interpretation of this uncertainty?
• What should be done, if multiple choices for µ0 are involved?
• What should be done with other nonphysical scales like µ f appearing in calcula-

tions of pQCD?
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Fig. 2.26 Issues in scale variations: Left: Predictions at LO, NLO, and NNLO including scale un-
certainty bands for Z boson production as a function of the Z rapidity Y . Right: Higgs production
cross section pp→ H via gluon fusion process at LO (k = 2), NLO (k = 3), and NNLO (k = 4).
The light- and dark-blue error bars corresponding to the 1σ and 2σ degrees of belief estimated
according to the modified Cacciari–Houdeau approach (CH) are compared to the estimates us-
ing scale variations by factors of 2 and 4 shown as light- and dark-red error bars. (Taken from
Refs. [201, 203])

Nowadays adopted standard in terms of renormalisation is the MS scheme, which is
chosen for computational simplicity when dealing with one-loop corrections. In this
scheme, the central scale µ0 preferably should be of the order of the “hard” scale
of the considered process to improve the accuracy of the perturbative expansion, cf.
Ref. [45]. Conventionally, the variation factor r is chosen to be 2, which in many
cases leads to reasonable results, see for example Ref. [200] for an examination of
single-inclusive jet production. Figure 2.26 left shows the rapidity distribution of Z
boson production as predicted to LO, NLO, and NNLO including scale uncertainty
bands, where, on the contrary, the NLO prediction lies outside the estimated LO
band. If the uncertainty is interpreted in the usual sense of a 1σ or 67% confidence
level (CL), one such example might still be fine. However there are much worse
cases in the same Ref. [201] and elsewhere. A review and comparison to a more
rigorous statistical interpretation in terms of Bayesian degrees of belief (DoB) has
been presented in Refs. [202, 203]. Figure 2.26 right presents the example of Higgs
boson production via the gluon fusion process. Apparently, the computed higher
orders at NLO and NNLO lie beyond the estimated uncertainties for r = 2 at lower
order, and the uncertainties are largely underestimated even for r = 4 in comparison
to the DoB as derived in the modified Cacciari–Houdeau approach (CH).

The multi-scale problem partially is related to the merging and matching schemes
of the NLO+PS event generation mentioned in Section 2.4.2. Discussions with re-
spect to the involved merging/matching scale µm and corresponding uncertainties
are still ongoing. The factorisation scale µ f introduced in Section 2.3.2 on the other
hand has a totally different physics origin from µr and can, in principal, be set inde-
pendently. For jet production in ep DIS for example, µ f usually is identified with Q,
i.e. the momentum transfer between the scattered electron and the proton, while µr
is chosen to be the jet pT. At the LHC, µr and µ f are mostly defined identically, but
scale variations are performed independently avoiding overly large relative factors
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between the two, cf. Refs. [204, 205]:

1/r ≤ µr/µ f ≤ r . (2.32)

With r = 2 this leads to the following six variations of µr and µ f from the de-
fault choice of µr = µ f = µ0 between µ0/2 and 2µ0: (µr/µ0,µ f /µ0) = (1/2,1/2),
(1/2,1), (1,1/2), (1,2), (2,1), and (2,2). The maximal downwards and upwards
deviations from the central result are defined as scale uncertainty, where the dom-
inant effect usually comes from the change in µr. Despite the above-mentioned is-
sues the majority of experimental and theoretical particle-physics analyses in the
past and still today employ this recipe, or a simplified variant, of scale uncertain-
ties, which although far from optimal at least induce comparability. It is well-known
though that scale variations anyway are incapable to account for the appearance of
new production channels at the next perturbative order.

Other concepts of scale setting, fastest apparent convergence (FAC) [206, 207],
principle of minimal sensitivity (PMS) [208,209] , and Brodsky–Lepage–Mackenzie
(BLM) [210], have been investigated early on. The latter claims to eliminate scale
ambiguities in pQCD, but requires to find a proper scale that is different order-by-
order for each relevant set of subprocesses and hence is rather impractical. A recent
revival of interest in the BLM prescription lead to a reformulation in the form of
the principle of maximum conformality (PMC) [211–213]. PMC promises to be a
systematic method to eliminate the renormalisation scale and scheme ambiguities to
all orders in pQCD. A widespread application of PMC is still outstanding, but taken
at face value it emphasises once more that scale variations cannot really address the
original aim of estimating a missing higher order uncertainty. Some progress in that
direction has been reported in Refs. [214, 215].

2.6.2 PDF Uncertainties

Initially, the PDFs, necessary for the factorised, long-distance part in Eq. (2.20),
were derived from in particular DIS experiments in the form of parameterised func-
tions. The observation of an excess of jet production at high pT by the CDF Collab-
oration in 1996 [216], cf. Fig. 2.27 left, triggered speculations with respect to new
phenomena. However, at that time, the only means to exploit the potential freedom
in these PDFs consisted in comparing the predictions of a few candidate functions
like the ones used by the CDF Collaboration. A systematic approach to PDF un-
certainties simply did not exist. In the end, the excess could be accommodated by
adaptations in the gluon PDF [217] as shown in Fig. 2.27 right.

In the following 20 years enormous progress has been made towards statistically
well-founded, systematic schemes to determine PDFs including uncertainty esti-
mates. Numerous PDF fitting groups continuously develop and refine their meth-
ods, while simultaneously more and more precise data are integrated into the pro-
cess. Figure 2.28 left exemplifies the MSTW2008 NLO PDFs including uncertainty
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bands at a scale of Q2 = 10GeV2. Their shape at higher scales like 10000GeV2

as needed at the LHC is completely determined by the DGLAP equations (2.21).
An example of the most recent PDFs, displayed without uncertainties, is given in
Fig. 2.28 right.

Table 2.1 gives an overview of the primary PDF sets available for comparisons
to data at NLO. In most cases, NNLO versions and further variants exist as well.
As exhibited in Fig. 2.28 the validity of the DGLAP equations is assumed starting
from scales Q even below threshold for the production of b quarks.12 The inclusion

12 mMS
charm = 1.275GeV, mMS

bottom = 4.18GeV [28].
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Table 2.1 The NLO PDF sets used in comparisons to the data in Run 1 (upper rows) and newer sets
for Run 2 (lower rows) together with the corresponding number of active flavours N f , the assumed
masses Mt and MZ of the top quark and the Z boson, respectively, the default values of αS(MZ),
and the range in αS(MZ) variation available for fits. A ∗ behind the αS(MZ) values signifies that
the parameter was fixed, not fitted. The FFNS (G)JR PDF sets use NF = 3, but allow NF to rise up
to five in the evolution of αS. VFNS variants of these PDFs exist as well.

Base set Refs. NF Mt (GeV) MZ (GeV) αS(MZ) αS(MZ) range

ABM11 [225] 5 180 91.174 0.1180 0.110–0.130
CJ12 [226] ≤5 180 91.1876 0.1180∗ —
CT10 [227] ≤5 172 91.188 0.1180∗ 0.112–0.127
HERAPDF1.5 [228] ≤5 180 91.187 0.1176∗ 0.114–0.122
GJR08 [229, 230] 3(5) 175 91.71 0.1145 —
MSTW2008 [218, 231] ≤5 1010 91.1876 0.1202 0.110–0.130
NNPDF2.1 [232] ≤6 175 91.2 0.1190∗ 0.114–0.124
NNPDF2.3 [233] ≤6 175 91.1876 0.1180∗ 0.114–0.124
CJ15 [234] ≤5 180 91.1876 0.1180∗ —
CT14 [219] ≤5 172 91.1876 0.1180∗ 0.113–0.123
HERAPDF2.0 [235] ≤5 173 91.1876 0.1180∗ 0.110–0.130
JR14 [236] 3(5) 173 91.1876 0.1158 —
MMHT2014 [237] ≤5 1010 91.1876 0.1180∗ 0.108–0.128
NNPDF3.0 [238] ≤5 173 91.2 0.1180∗ 0.115–0.121

of the heavy quarks, charm and bottom, into pQCD predictions involving PDFs
requires special care. Several solutions are proposed. The ABM and (G)JR PDF sets
employ a fixed-flavour number scheme (FFNS) [220–222] with three respectively
five flavours. All other PDF sets use a general-mass variable-flavour number scheme
(GM-VFNS), several variants of which are reviewed in Ref. [223]. The maximum
number of flavours is five, N f ,max = 5, except for NNPDF2.1 and 2.3, which have
N f ,max = 6. Even beyond the top quark mass it can be justified to continue using
NF = 5 [224] as is the case for the jet analyses presented later in this work.

The PDF sets are supplied for usage in other programs via the unified Les
Houches Accord PDF (LHAPDF) interface [239, 240], which in its latest version
includes routines to evaluate uncertainties. Two primary strategies evolved to pro-
vide these uncertainty estimates from PDF fits:

1. The Hessian or eigenvector method [241,242] where the correlated experimen-
tal data uncertainties on the fitted parameters for simplicity are provided within
an orthonormalised parameter space.

2. The MC method [243–245] where the input data are varied according to their
precision, including correlations, to produce an ensemble of PDFs that statisti-
cally reflects the intrinsic uncertainty.

Since each eigenvector of the Hessian method corresponds to an uncertainty
source independent of all other eigenvectors, the total impact on an observable X
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can be evaluated by quadratic addition. If one-sided deviations caused by the + and
− variations of one eigenvector are to be considered in an asymmetric uncertainty,
the formula reads:

∆X+ =

√√√√NEV

∑
i=1

[
max

(
X+

i −X0,X−i −X0,0
)]2

,

∆X− =

√√√√NEV

∑
i=1

[
min

(
X+

i −X0,X−i −X0,0
)]2

, (2.33)

where NEV is the number of eigenvectors and the index 0 indicates the result for the
central PDF stored as zeroth member. The CJ, CT, MSTW, and MMHT sets fall into
this category and consist of this central PDF member no. 0 and 2 ·NEV members for
the uncertainty. The PDF uncertainties customarily are evaluated at 68% confidence
level (CL) except for the CT and CJ ones, which provide uncertainties only at 90%
CL. For a uniform treatment, the CT/CJ uncertainties must therefore be downscaled
by a factor of

√
2erf−1 (0.9)≈ 1.645. If symmetric errors are required, for example

in covariance matrices, the formula

∆X± =±

√√√√NEV

∑
i=1

[X+
i −X−i

2

]2

(2.34)

can be used instead. In case of the ABM and (G)JR PDF sets a symmetrisation has
been performed beforehand such that in their case the Hessian uncertainties are to
be derived according to the equation

∆X± =±

√√√√Nmem

∑
i=1

[Xi−X0]
2 , (2.35)

where Nmem is the total number of members not counting the zeroth one.
For the MC method as employed by the NNPDF sets, the usual formula for a

standard deviation is applicable:

∆X± =

√√√√ 1
Nrep−1

·
Nrep

∑
i=1

[Xi−〈X〉]2 , (2.36)

where Nrep = Nmem is the number of replicas, again not counting the zeroth one.
〈X 〉 corresponds to the average prediction for the observable X , which in general is
different from the predicted value for the averaged PDFs present as zeroth member.

The PDF sets listed in Table 2.1 can be further differentiated into “global” ones
that evaluate a multitude of different data sets in a global combined fit, ABM, CT,
(G)JR, MSTW/MMHT, and NNPDF, and more specialised ones, CJ, HERAPDF.
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Out of the global ones, the (G)JR PDF sets are less used, because they lack a series
with variations in the value of αS(MZ).

The CJ sets follow the general strategy of the CT ones, but include data with nu-
clear targets, e.g. deuterium, which requires supplementary assumptions or nuclear
correction factors when extracting proton PDFs. Their advantage consists in larger
amounts of data that constrain the high x region, which is particularly important
when searching for new phenomena at very high pT or mass.

The HERAPDF sets are restricted to the exclusive use of DIS measurements
from the H1 and ZEUS experiments. Since these data are essential ingredients to all
other PDF sets as well, they pose an ideal baseline for comparisons. Moreover, the
computer code for performing the fits is publically available in the form of the open
source framework HERAFITTER [246].13 The uncertainty estimation employed in
this framework is more involved and is explained in detail in Section 4.5, where
such a PDF fit including CMS jet data is described.

Standard model measurements, particularly the ones that promise to be valuable
ingredients to fits of SM parameters, clearly should be confronted with predictions
for each individual PDF set. In some cases, e.g. limit settings on physics beyond
the SM, it might be desirable to provide only one number that in addition accounts
for variations caused by the different PDF sets. For this purpose, the PDF4LHC
working group has proposed a combination procedure [247] that was updated re-
cently [248].

Effects of polarisation or transverse momentum dependence (TMD) in PDFs have
been neglected so far. These topics are specially addressed in Refs. [45, 249, 250].

2.6.3 αS Uncertainties

In addition to the parameters of the PDFs themselves the strong coupling constant
enters into the fits. Correlations, specifically between the gluon PDF and the as-
sumed value of αS(MZ), are expected and must be addressed when deriving a com-
bined uncertainty. For this purpose, it must be differentiated whether αS(MZ) is
considered a fixed input parameter, i.e. the “starred” values in Table 2.1, or a fitted
output parameter in a PDF fit.
For the first case, three approaches are discussed in Ref. [251]:

• Quadratic addition of the PDF uncertainty and a ∆αS(MZ) uncertainty computed
with the same central PDF set.

• Quadratic addition of the PDF uncertainty and a ∆αS(MZ) uncertainty computed
with PDF sets fitted using the varied values of αS(MZ).

• Correlated propagation of the PDF and αS(MZ) uncertainty to the PDF error set.

The first recipe is totally ignorant of correlations, while the last one depends on
the method for the estimation of PDF uncertainties, Hessian or MC method. For a

13 HERAFITTER recently was renamed to XFITTER.
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variation of αS(MZ) by ±0.0012 as recommended in Ref. [247] it is observed that
all three recipes are rather close to each other with a slight underestimation of the
uncertainty by variants one and two. For all practical purposes it is sufficient and
recommended to apply the second recipe for the CT and NNPDF sets [252, 253].

In the second case where αS(MZ) was fitted together with the PDF parameters,
the αS uncertainty intrinsically is included already in the ABM PDF uncertainties.
For the MSTW2008 PDF set, it is recommended to calculate the PDF+αS(MZ) un-
certainty from the envelope of five PDF sets with uncertainties produced under vary-
ing assumptions on αS(MZ) [231].

The newer CT, MMHT, and NNPDF sets all employ the same fixed value of
αS(MZ) = 0.1180. Here, the recommended procedure follows recipe two above, but
with an enlarged uncertainty of ∆αS(MZ) =±0.0015.
The latest 2015 update of the PDG gives the world average as:

αS(MZ) = 0.1181±0.0013 . (2.37)

2.6.4 Non-perturbative Uncertainties

Since fixed-order predictions as used in fits of SM parameters are at parton-level
only, corrections for non-perturbative effects must be applied. As described in Sec-
tion 2.4.1 this implies model assumptions and parameter tuning and hence induces
a corresponding uncertainty. Customarily, the corrections are estimated from the ra-
tio of distributions for fully hadronised events over the distributions with MPI and
hadronisation switched off in the respective LO+PS MC event generators. An enve-
lope is constructed around the predictions by different event generators with various
tunes to derive a medium correction and to attribute a systematic uncertainty of
half-width of the spread for this factor.

The advent of MC event generators capable of combining NLO+PS with the
NP modelling opens up new possibilities. A first step towards NP corrections from
NLO+PS event generation has been taken in Ref. [254], cf. Fig. 2.29 left, where
the results for LO+PS from HERWIG++ and PYTHIA8 are compared with those for
NLO+PS from POWHEG +PYTHIA8. As expected the NP effects are negligible for
high transverse momenta, but can become significant for jet pT’s below 300GeV.
Interestingly, they are less pronounced in the NLO+PS case. However, it has to be
kept in mind that the pT dependence of the various effects of PS, MPI, and hadro-
nisation differs as detailed in Section 2.4. As a consequence, the NP corrections are
sensitive to the choice of jet algorithm and jet size.

To avoid statistical fluctuations in less populated regions of phase space, the NP
factors are usually parameterised by a simple polynomial function:

f (x) = p0 +
p1

xp2
. (2.38)
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Fig. 2.29 Left: NP corrections at central rapidity |y|< 0.5 for inclusive jets as a function of jet pT
using two LO+PS and the NLO+PS MC event generator POWHEG +PYTHIA8. Right: Comparison
of the combined NP factors in five regions of absolute jet rapidity. (Taken from Ref. [254])

Combining the three parameterised predictions for the whole range in rapidity leads
to the curves shown in Fig. 2.29 right, exhibiting a similar size and shape versus pT.
Details with respect to particular analyses are presented in the relevant sections as
appropriate.

2.6.5 Fast Interpolation Techniques

The processes of inclusive jet and dijet production at hadron colliders are known up
to NLO since more than two decades from the (M)EKS [255–257], JETRAD [258],
and NLOJET++ [259, 260] programs, where the latter also comprises 3-jet pro-
duction at NLO. A calculation at NNLO is ongoing and at the time of writing is
partially completed [261]. 4-jet and 5-jet production at NLO have become available
recently [262–264].

All these programs, capable of providing cross sections fully differential in jet
observables, are increasingly demanding in terms of CPU time consumption with
higher orders and multiplicities. This prevents their direct use in fits of PDF param-
eters or the strong coupling constant. However, the CPU intensive part entering the
calculation according to Eq. (2.20) is localised in the derivation of the partonic cross
section

dσ̂(i j→X)(x,x
′,µ f ,µr,αS(µr)) (2.39)

that depends on the PDFs and αS(µr) only indirectly via folding integrals. This fact
enables the use of interpolation techniques to separate the time-consuming part from
the PDF and αS(µr) dependence. To factorise for example the PDF dependence from
the convolution, the PDFs are expressed as a sum of eigenfunctions (or interpolation
kernels) on a grid in the convolution variable x as

fi/p(x)≈∑
a

fi/p(xa) ·Ea(x) , (2.40)
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Fig. 2.30 Cubic interpolation of the gluon PDF in FASTNLO. w(x) is an additional weight func-
tion to reduce PDF curvature and improve the approximation quality. (Illustration courtesy of
M. Wobisch)

where a numbers the support nodes xa, fi/p(xa) assumes a fixed value, and Ea(x) is
the a-th eigenfunction. The set of eigenfunctions {Ea(x)} must satisfy the relations

Ea(xb) = δab , ∀a,b
∑
a

Ea(x) = 1 , ∀x . (2.41)

A pictorial representation of this procedure employing cubic interpolation kernels
is shown in Fig. 2.30.

Replacing fi/p(x) in Eq. (2.20) by the sum of Eq. (2.40) and performing the
convolution with the partonic cross section once, the result can be written as a sum
of terms, where a change in PDF only requires to adapt the factors fi/p(xa), which is
a very fast operation. For hadron-hadron collisions the same technique can easily be
extended to both PDFs fi/p(x) and f j/p(x′) giving a two-dimensional grid of support
nodes (xa,xb) with PDF specific factors fi/p(xa) and f j/p(xb).

The quality of this approximation is determined by the number and distribution
of support points, and the shape of the interpolation kernels in comparison to the
shape of the PDFs and the distribution of the partonic cross section over the phase
space. Two possibilities for optimisation are indicated in Fig. 2.30:

1. The support nodes are not evenly distributed in x but proportional to
√
( log10(x)).

2. An additional weight function w(x) has been applied to reduce in a generic way
the curvature of the PDFs, which improves the approximation quality.

Finally, the dependence on µr and µ f can be addressed in the same way as the
interpolation in x, where, however, the interpolation kernels and parameters can be
optimised separately. In total, the equivalent of Eq. (2.20) then reads

dσ(pp→X) = ∑
n,i, j,a,b,c

α
n
s (µc) · fi/p(xa,µc) · f j/p(xb,µc) ·dσ̃

(i j→X)
n,i, j,a,b,c , (2.42)
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where the sum runs over the powers n of αS, the parton flavours i and j, the x-
interpolation nodes a and b, and the µ-interpolation nodes c. The time-consuming
(O (kh)) convolution has to be performed only once to compute and tabulate the
coefficients

dσ̃
(i j→X)
n,i, j,a,b,c =

∫
dxdx′Ea(x) ·Eb(x′) ·Ec(µ)×dσ̂

n
(i j→X)(x,x

′,µ) , (2.43)

that fully contain the information on observable definition and phase space restric-
tions. The evaluation of the sum of products in Eq. (2.42) only requires milliseconds.

This technique of fast interpolation grids introduced above hence can be ex-
ploited to reduce by many orders of magnitude the amount of CPU time to invest
for repeated evaluations of higher-order cross sections with modified assumptions
on PDFs, scales µ , or the value and evolution of αS. Two independent implemen-
tations of this technique exist: FASTNLO [265, 266] and APPLGRID [267, 268],
both of which are interfaced to various theory programs and utilised in fits with the
XFITTER framework. The packages differ in their interpolation and optimisation
strategies, but both of them construct tables with grids for each bin of an observable
in two steps. In a first step the accessible phase space in momentum fraction x and
scale µ is explored and the partonic subprocesses that contribute and need to be dif-
ferentiated must be identified. This serves to optimise the table size by eliminating
empty regions in x and µ as well as reducing the number of subprocesses to store
as compared to 11 · 11 linear combinations in a full flavour basis without counting
top quarks. Only in the second step the grid is filled for the requested observables
and binning. The approximation quality can easily be checked by a comparison
to histograms simultaneously filled with the full cross section. Alternatively, the de-
pendence on the number of support nodes could be studied, as for an infinite number
the approximation bias must approach zero.

For simplicity, µr and µ f have been set equal in the formulae above. However,
it is perfectly possible to differentiate between the two and in an update to the
FASTNLO framework [269, 270] it is even possible to separately store terms pro-
portional to log(µ2

r )
s · log(µ2

f )
t as they appear in the coefficients of a perturbative

expansion. At NLO, the only combinations possible are s = t = 0, s = 1, t = 0, and
s = 0, t = 1.
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Chapter 3
Jet Measurement

Besides the theoretical framework for jet physics, an experimental setup is needed.
Most prominently, a collider is required to accelerate and collide two particle beams
head-on. The two main characteristics of such a collider are its centre-of-mass en-
ergy, which delimits the amount of energy available per collision, and its luminosity,
which determines the number of collisions per time interval. The centre-of-mass en-
ergy constrains the production of new, massive particles, while the luminosity is the
limiting factor for the observation of rare processes.

The LHC started Run 1 operations in 2010 with proton-proton collisions at a
centre-of-mass energy of 7TeV, which later was raised to 8TeV in 2012. Lead-lead
beams were accelerated to the equivalent of 2.76 and 5.02TeV of collision energy
per nucleon. A peak instantaneous luminosity of 8 · 1033cm−2s−1 was achieved,
exceeding design parameters for

√
s = 8TeV. A figure showing the luminosity ac-

cumulated over the years is presented in Chapter 7. More detailed descriptions of
the LHC, its history and construction can be found in Ref. [1] and in the Chapters 12
and 1–2 of Refs. [2] and [3], respectively.

This chapter introduces the necessary experimental concepts and tools needed for
a generic jet analysis at the LHC. The sections are ordered in a similar way as they
would typically appear in an experimental publication and start with a synopsis of
the measuring apparatus. This is followed by a description of the jet reconstruction
techniques and the corresponding trigger setup initiating the event recording. Sub-
sequently, the important aspect of jet energy calibration is explained in detail. The
next section deals with generic jet and event selections, which filter out background
processes and remove spurious jet-like signatures originating from detector noise.
The chapter closes with a discussion of the jet energy resolution and the unfolding
of detector effects.
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3.1 The Detectors

The focus is on the two omni-purpose detectors ATLAS and CMS with, the author
being a member of the CMS Collaboration, the main emphasis on the latter. While
this section presents concise summaries, the two detectors are described in detail
in Refs. [4] and [5], respectively. Descriptions of the other two large LHC exper-
iments ALICE and LHCb can be found in Refs. [6, 7]. The general concepts and
technologies of particle detectors are delineated in Chapters 12–18 of Ref. [2] and
Chapters 1–3 of Ref. [3].

As customary, the two omni-purpose detectors ATLAS and CMS follow the
“onion” paradigm: The interaction point is enveloped by layers of detector compo-
nents, each specialised in measuring specific effects caused by the collision products
that traverse the experimental apparatus from the inside outwards. Accounting for
the beam pipe in the centre, the subdetectors are arranged in cylindrical layers with
increasing radii around the central beam line. The innermost layers consist of silicon
pixel detectors to localise ionisation signals caused by charged particles as close as
possible to the interaction point and thereby optimise the resolution of multiple pri-
mary and of secondary (decay) vertices. They are complemented by multiple layers
of silicon strip tracking devices to pursue the trajectories of charged particles. Both
are immersed in a strong magnetic field to allow a precise determination of track
curvatures and hence the associated momenta.

The surrounding calorimeters might be located in- (CMS) or outside (ATLAS)
the solenoidal coil creating the magnetic field. They are subdivided into an inner
electromagnetic part absorbing and measuring the energy of electrons, positrons,
and photons, and an outer hadronic part responsible for the energy determination
of hadronically interacting particles, e.g. protons, neutrons, or charged pions. The
outermost layer is made of tracking chambers completing the trajectories of muons
escaping the inner parts of the detector. Neutrinos can be recognised only indirectly
through a deficit in the transverse momentum balance. Figure 3.1 presents such
typical trajectories at the example of a transverse slice through the CMS detector.

Along the beam direction the detectors are completed by endcaps oriented per-
pendicularly to the beam and subdivided into multiple layers similarly as the cylin-
drical part, such that the interaction point is enclosed almost hermetically. This gen-
eral layout is complemented by further instrumentation for triggering and particle
identification purposes and approximates in the best possible way a measuring appa-
ratus of 4π geometric coverage. Schematic views of the ATLAS and CMS detectors
are shown in Figs. 3.2 and 3.3; concise descriptions of the two have been adapted
from Refs. [8] and [9] and are given in the following two sections.

3.1.1 The ATLAS Detector

The ATLAS detector consists of a tracking system, sampling electromagnetic and
hadronic calorimeters and muon chambers.
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Fig. 3.1 Typical trajectories of different types of particles traversing a transverse slice through the
CMS detector. (Adapted from Source: CERN)

Fig. 3.2 Schematic view of the ATLAS detector with its overall length of 46m, overall diameter
of 22m and a total weight of 7 000 tons. (Adapted from Source: CERN)

The inner Detector has complete azimuthal coverage and spans the pseudorapid-
ity region |η |< 2.5. It consists of layers of silicon pixel detectors, silicon microstrip
detectors and transition radiation tracking detectors, all of which are immersed in a
solenoid magnet that provides a uniform magnetic field of 2 T.

Jets are reconstructed using the ATLAS calorimeters, whose granularity and ma-
terial varies as a function of η . The electromagnetic calorimetry (EM) is provided
by high-granularity liquid-argon sampling calorimeters (LAr), using lead as an ab-
sorber. It is divided into one barrel (|η |< 1.475) and two endcap (1.375< |η |< 3.2)
regions. The hadronic calorimetry is divided into a barrel, endcap, and a forward
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Fig. 3.3 Schematic view of the CMS detector with its overall length of 20m, overall diameter of
15m and a total weight of 12 500 tons. (Adapted from Source: CERN)

section. The barrel section combines a central region (|η |< 0.8) with two extended
barrel regions (0.8 < |η | < 1.7). These regions are instrumented with scintillator-
tile/steel hadronic calorimeters (Tile). Each barrel region consists of 64 modules
with individual φ coverages of ∼ 0.1 rad. The two hadronic endcap calorime-
ters (HEC; 1.5 < |η | < 3.2) feature liquid-argon/copper calorimeter modules. The
two forward calorimeters (FCal; 3.1 < |η | < 4.9) are instrumented with liquid-
argon/copper and liquid-argon/tungsten modules to provide electromagnetic and
hadronic energy measurements, respectively.

Up to a pseudorapidity of |η | = 2.7, the muon spectrometer surrounding the
ATLAS calorimeter is immersed in a magnetic field that is generated by a system
of three large air-core toroids, a barrel and two endcaps. The muon spectrometer
measures muon tracks with three layers of precision tracking chambers and is in-
strumented with separate trigger chambers.

The trigger system for the ATLAS detector consists of a hardware-based Level 1
(L1) and a software-based High-Level Trigger (HLT). At L1, jets are first built from
coarse-granularity calorimeter towers using a sliding window algorithm, and then
subjected to early trigger decisions. In the HLT, this is refined using jets recon-
structed from calorimeter cells with algorithms similar to the ones applied offline.

3.1.2 The CMS Detector

The central feature of the CMS apparatus is a 3.8 T superconducting solenoid of 6 m
internal diameter. Within the field volume are the silicon tracker, the crystal elec-
tromagnetic calorimeter (ECAL), and the brass and scintillator hadron calorimeter
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(HCAL). The muon system is installed outside the solenoid and embedded in the
steel flux-return yoke.

The CMS tracker consists of 1 440 silicon pixel and 15 148 silicon strip de-
tector modules, with full azimuthal coverage within |η | < 2.5. The ECAL con-
sists of 75 848 lead tungstate crystals, which provide coverage in pseudorapidity
|η | < 1.479 in the central barrel region and 1.479 < |η | < 3.000 in the two for-
ward endcap regions. The HCAL is a sampling calorimeter using alternating layers
of brass or steel as absorber and plastic scintillator as active material, it provides a
coverage of |η |< 1.3 in the central region and 1.3< |η |< 3.0 in the endcap regions.
In the forward region (3.0 < |η | < 5.0), a different calorimeter technology is em-
ployed in the hadron forward (HF) detector, which uses the Cherenkov light signals
collected by short and long quartz readout fibres to aid the separation of electromag-
netic and hadronic signals. The muon system includes barrel drift tubes covering the
pseudorapidity range |η | < 1.2, endcap cathode strip chambers (0.9 < |η | < 2.5),
and resistive-plate chambers (|η |< 1.6).

Interaction vertices are reconstructed using track information only. The primary
interaction or signal vertex is defined as the vertex with the highest sum of the
squared transverse momenta of the tracks associated with it.

The L1 of the CMS trigger system, composed of custom hardware processors,
uses information from the calorimeters and muon detectors to select the most in-
teresting events in a fixed time interval of less than 4 µs. The HLT processor farm
further decreases the event rate from around 100kHz to less than 1kHz before data
storage.

3.2 Jet Reconstruction

Both experiments employ the collinear- and infrared-safe anti-kt algorithm [10] to
cluster low-level reconstruction objects into final jets. Apart from the diverging
choice in default jet size parameters R, 0.4 and 0.6 in the case of ATLAS and 0.5
and 0.7 for CMS, digressions in the construction of the input objects are caused
by the differences in detector technologies. The baseline measurements of hadronic
jets are performed by the calorimeters, whose performance is characterised by their
relative energy resolution:

(
∆E
E

)2

=

(
N
E

)2

+

(
S√
E

)2

+C2 , (3.1)

where E is to be taken in units of GeV. As usual, the energy dependence is spec-
ified in terms of an electronic noise term N independent of the deposited energy,
a stochastic term S fluctuating with the number of sampled charged shower par-
ticles, and a constant term C absorbing i.a. effects of shower tails, geometric in-
homogeneities, and nonlinearities in the signal response. Table 3.1 lists the main
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Table 3.1 Main characteristics of the electromagnetic and hadronic calorimeters of the ATLAS
and CMS detectors. The relative energy resolution is given in terms of the parameters for the
stochastic and constant term according to equation (3.1). (Adapted from Ref. [3])

Calorimeter Material Number of Angular coverage Energy resolution

channels S [%] C [%]

ATLAS EM barrel LAr+Pb 109 568 |η |< 1.475 10 0.7

elm. EM endcap LAr+Pb 63 744 1.375 < |η |< 3.2 10 0.7
FCal LAr+Cu 2 016 3.1 < |η |< 4.9 28.5 3.5

ATLAS Tile scint.+Pb 9 852 |η |< 1.7 52 3

had. HEC LAr+Cu 5 632 1.5 < |η |< 3.2 84 —
FCal LAr+W 1 508 3.1 < |η |< 4.9 94 7.5

CMS ECAL barrel PbWO4 61 200 |η |< 1.479 2.8 0.3
elm. ECAL endcap PbWO4 14 648 1.479 < |η |< 3.0 2.8 0.3
CMS HB scint.+steel/brass 2 592 |η |< 1.3 90 9

had.
HE scint.+steel/brass 2 592 1.3 < |η |< 3.0 90 9
HO scint.+steel 2 160 |η |< 1.4 — —
HF quartz fibre+steel 1 728 3.0 < |η |< 5.2 120 —

characteristics of the electromagnetic and hadronic calorimeters of the ATLAS and
CMS detectors.

The liquid-argon sampling calorimeter of ATLAS provides a highly granular and
homogeneous coverage of a wide region in pseudorapidity up to |η | = 4.9 with
about 17 000 readout channels in total and a hadronic energy resolution of roughly
50%/

√
E in the central barrel region. The jet reconstruction in ATLAS therefore

is primarily based on so-called topo-clusters of energy deposits built from topo-
logically connected calorimeter cells with signals above some noise threshold. The
algorithm is described in detail in Ref. [11].

Afterwards, two calibration steps are performed on these topo-clusters. Initially,
they are reconstructed at the electromagnetic scale (EM) as appropriate for energy
depositions in the calorimeter by particles produced in electromagnetic showers. In
a second step, the local cell weighting (LCW) method classifies the energy deposits
based on their energy density and longitudinal shower profile into electromagnetic
and hadronic ones, and subsequently corrects the hadronic signals to account for the
non-compensating nature of the ATLAS calorimeter [8]. The LCW method is the
primary technique used for hadronic jets. In addition, ATLAS considers track-jets,
which are made from all reconstructed charged-particle tracks that are associated
with the primary interaction vertex.

In contrast, hadronic calorimetry in CMS features in total 9 000 readout channels
for a similar range in pseudorapidity with an energy resolution of ∆E/E ≈ 90%/

√
E

also in the central region. Electromagnetic calorimetry compensates the smaller
number of channels, ≈ 76000 in CMS versus ≈ 173000 in ATLAS, through the
almost four times better energy resolution in the PbWO4 crystals. However, to com-
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pete with ATLAS in terms of hadronic jets it is mandatory to combine the infor-
mation of all detector components including the tracking devices in the form of a
global event reconstruction named Particle Flow (PF) described in the next section
adapted from Ref. [9].

3.2.1 Particle Flow

In a first step, CMS also employs a topological clustering of calorimeter cells in or-
der to suppress electronic noise and group the cells into energy deposits in the form
of “projective towers” pointing to the nominal interaction vertex. Such a calorime-
ter tower consists of one or more HCAL cells and the geometrically corresponding
ECAL crystals. Jets formed from applying a jet algorithm solely to these towers
are called calorimeter jets (CALO jets). They result from a relatively simplistic yet
robust approach, were widely used in the early CMS publications, and are still used
for cross-checks.

To profit from a more complete and consistent event interpretation and an im-
proved performance combining all subdetectors, CMS uses the PF technique [12,
13], where the full cell-based information of the calorimeter towers is available.
This PF technique reconstructs events as a whole and tries to identify single parti-
cles with an optimised combination of all subdetector information. Five categories
of particle candidates are differentiated: photons, electrons (including positrons),
muons, charged hadrons, and neutral hadrons.

To suppress noise in the calorimeters, only cells with energies above a given
threshold are considered, this procedure is referred to as “zero suppression”. The
energy of photons is obtained directly from the ECAL measurement, corrected for
zero-suppression effects. The energy of electrons is determined from a combination
of the track momentum at the main interaction vertex, the corresponding ECAL
cluster energy, and the energy sum of all bremsstrahlung photons associated with
the track. The energy of muons is obtained from the corresponding track momen-
tum. The energy of charged hadrons is determined from a combination of the track
momentum and the corresponding ECAL and HCAL energies, corrected for zero-
suppression effects, and calibrated for the nonlinear response of the calorimeters.
Finally, the energy of neutral hadrons is obtained from the corresponding calibrated
ECAL and HCAL energies. In the forward region, energy deposits collected by
the HF are considered as electromagnetic or hadronic, depending on the respective
energy collected by long and short fibres. The particles reconstructed with the PF
algorithm are jointly referred to as PF candidates. An illustration of this algorithm
is presented in Fig. 3.4.

PF jets are reconstructed by clustering the four-momentum vectors of PF candi-
dates. The PF jet momentum and spatial resolutions are greatly improved with re-
spect to calorimeter jets, as the use of the tracking detectors and high granularity of
the ECAL improves the energy resolution through the independent measurements
of charged hadrons and photons inside a jet, which together constitute ≈85% of
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Fig. 3.4 Schematic association of subdetector measurements to physical particle candidates using
the PF technique of CMS. (Illustration courtesy of F. Pandolfi)

the average jet energy. In reconstructing the PF candidate four-momenta, photons
are assumed massless and charged hadrons are assigned the charged pion mass. To
demonstrate the percent level agreement of the PF global event interpretation be-
tween data and simulation, Fig. 3.5 shows the jet energy fractions attributed to each
PF particle category versus pT within |η |< 1.3 on the left and versus η for jets with
56 < pT < 74 GeV on the right. Outside the tracker coverage beyond η = 2.5 the
differentiation between charged and neutral particles is not possible anymore.
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3.2.2 Particle Jets

According to the recommendation on jet definitions in [14] one must clearly specify
the final-state “truth level”, i.e. the objects of MC generated events up to which de-
tector corrections are performed. At CMS, final-state particles are considered to be
stable, if their mean decay lengths exceed cτ = 10mm, compare Section 2.3.4. This
is roughly equivalent to τ > 30ps mentioned in [15] and a factor of three larger than
the 10ps recommended in Ref. [14]. For ATLAS, the situation is somewhat unclear,
because in Ref. [8] the condition cτ > 10mm is given, while Refs. [16] and [17],
which compare ATLAS and CMS, explicitly mention τ > 10ps. For all practical
purposes concerning simulations for the LHC this difference can presumably be
neglected.

By convention, ATLAS and CMS exclude neutrinos from the clustering to obtain
the generated particle-level jets, while elsewhere neutrinos are often included at the
particle level. This convention allows both experiments to define the jet response in a
way that is experimentally accessible and significantly reduces response differences
between heavy-flavor (b, c) and light-quark (u, d, s) or gluon jets caused by neutrinos
produced in semileptonic decays of heavy-flavor hadrons. Since the jet response is
measured from samples with negligible neutrino content, this does not lead to any
significant bias for inclusive jet energy calibrations.

To be best adapted to reconstructed PF jets, the particle-level definition of
CMS does include muons, while ATLAS only accepts particles detectable in their
calorimeters and hence excludes muons. Both, neutrinos and muons carry a signif-
icant fraction of the parton energy for jets containing semileptonic decays of heavy
quarks, which therefore have to be corrected explicitly and acquire a supplemental
systematic uncertainty for the b- and c-jet fragmentation.

3.3 Triggering

The LHC provides colliding bunches separated by time intervals of initially 50 and,
since autumn 2015, by 25ns corresponding to a maximal rate of 40MHz. Apart
from the fact that it is impossible to read out and store events at this rate, most of
the recorded data would not contain any useful piece of information. From Fig. 2.14
it is evident that interesting processes like the production of a Higgs boson occur
at rates more than ten orders of magnitude smaller than the production of anything,
i.e. the total inelastic interaction rate. Therefore, a trigger system must be deployed
that recognises rare and interesting events and flags them for further read-out, pro-
cessing, and storage.

ATLAS and CMS both use a multistage triggering system with an L1 trigger
based on custom-made programmable hardware that supports event rates up to
100kHz with a maximal latency of 2.5 respectively 3.2 µs for a decision. Further
event data are buffered meanwhile in a pipelined memory structure. Only a reduced
amount of information from the subdetectors with fast signal response, typically
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the muon spectrometer and the calorimeters, is available at this stage. Sought-after
signatures are high-pT muon, electron/photon, jet, or τ-jet candidates. In addition,
global event properties might be used, e.g.:

• the scalar sum of transverse energies ∑ET,
• the scalar sum of jet transverse momenta HT,
• the missing transverse energy Emiss

T = |~/ET|, where ~/ET is the negative sum of
transverse momentum vectors,

• or a particularly high track multiplicity.

At the analysis stage in CMS, these quantities are derived from all PF candidates in
the event.

At a second stage (L2) the ATLAS trigger analyses larger regions of interest of
an event and further reduces the output to about 3.5kHz within 40ms. Together with
the L2, which is missing in the case of CMS, a subsequent filter farm composed of
commercial processors constitutes the software-based HLT that fully reconstructs
events and reduces the rate of recorded and permanently stored events to a manage-
able level of several hundred Hertz.

The data samples used for jet measurements are mostly collected with a series of
single-jet HLT triggers that require at least one jet in the event to exceed a thresh-
old in calibrated jet pT, increasing with the trigger number. Alternatively, triggers
on dijet mass, ∑ET, or HT are in use. Depending on the instantaneous luminosity
during a particular data taking period, lower-threshold triggers might be pre-scaled
to prioritise the rate budget for high-pT physics.

In the final trigger stage of all LHC detectors, reconstruction algorithms are kept
as similar as possible to those used in later offline reconstructions. For various rea-
sons, however, differences occur. In particular, the online jet reconstruction might
not have used the latest calibration constants. Together with the fact that the jet
trigger objects are derived from fast but simplified algorithms using e.g. only calori-
metric information (calorimeter jets), or EM-calibrated jets for one particular jet
size R, the necessity arises to check the efficiency of each trigger for the respective
analysis. For this purpose, it is extremely useful to have the original trigger objects
leading to a decision at disposal at the later analysis stage.

One possibility to determine a trigger efficiency for a set of conditions i, εi, con-
sists in comparing against the cross section σref measured by a reference trigger with
less stringent conditions:

εi(O) =
σi(O)

σref(O)
. (3.2)

Here, O represents the quantity of interest as a function of which the efficiency is
to be determined. For example, Fig. 3.6 left shows for a series of single-jet trig-
gers in ATLAS their respective efficiency as a function of the calibrated jet pT. This
method requires to have all relevant luminosity and trigger pre-scale information
available in order to evaluate the cross sections and their ratio. Large pre-scales of
the lower-threshold reference trigger may lead in this case to an insufficient statisti-
cal accuracy.
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A second method relies on a proper trigger emulation based on the availability
of the original trigger objects:

εi(O) =
#{cond(ref = true)∧ cond(i = true)}(O)

#{cond(ref = true)}(O)
. (3.3)

Effectively, this means to count the number, #, of events of the set {} fulfilling the
reference AND, ∧, the additional trigger conditions i in comparison to the number
of all events fulfilling the reference requirements. Complications by event weights
through large trigger pre-scales or by the luminosity evaluation are avoided, which
simplifies fits to determine the > 99% efficiency threshold. This technique was ap-
plied for example in the first publication on inclusive jets by CMS [18].

Both methods, however, only provide the relative efficiency with respect to a
reference, so that the absolute efficiency must be crosschecked with independent
triggers e.g. for muons or for minimum bias (MB) events, where only a minimal
trigger signal is required like a reconstructed vertex with some tracks pointing to it.

Accepting only events that have passed the highest-threshold, unprescaled trigger
above each respective 99% efficiency point, the data samples for each trigger with
the respective accumulated integrated luminosity can be combined into a properly
weighted spectrum. For example, Fig. 3.6 right presents the trigger composition of
a dijet mass spectrum as measured by CMS.

A more complicated procedure involving the combination of multiple trigger
paths for an observable bin is necessary, if unprescaled triggers that reach full ef-
ficiency as a function of that observable are either not available or would leave
gaps in the distribution. This is the case for example in the CMS analysis described
in Section 4.3, where single-jet triggers are combined to reproduce the 3-jet mass
spectrum. For illustration Fig. 3.7 left shows as before a trigger turn-on curve for a
single-jet trigger path as a function of jet pT, where the trigger efficiency errors are
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based on Clopper–Pearson confidence intervals [21].1 The point of a minimal effi-
ciency of 99% is determined by fitting a Gauss error function erf(x) to this curve.
The resulting limit with its uncertainty is indicated by the shaded vertical line. As a
function of 3-jet mass, however, multiple single-jet trigger paths must be combined
as illustrated in Fig. 3.7 right. A more generic discussion on combination schemes
of pre-scaled triggers is presented in Ref. [23].

3.4 Jet Energy Calibration

Like all reconstructed objects, jets need to be calibrated such that on average the cor-
rect energy can be assigned to them. This jet energy calibration or correction (JEC)2

procedure is performed in a series of steps, which are similar between ATLAS and
CMS:

1. The first step, detailed in Section 3.4.2, accounts for extra energy caused by
electronic noise or by PU collisions.

2. In a second stage, cf. Section 3.4.3, the bulk of the correction is performed using
detailed detector simulations.

3. Unavoidable imperfections in the detector modelling through simulation are
identified and corrected in phase three with data-based methods as a function of
jet pseudorapidity and pT, explained in Section 3.4.4.

4. Finally in Section 3.4.5, MC-based corrections account for differences in the
flavour compositions of signal and calibration samples, if necessary.

1 Alternatively, Wilson score intervals could be used for the binomial proportion confidence inter-
vals [22].
2 In some figures the JEC uncertainty might also be abbreviated using JES for jet energy scale.
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The JEC procedure is illustrated in Fig. 3.8 and presented in more detail in the
following at the example of the latest CMS study evaluating data that correspond to
about 20fb−1 of integrated luminosity accumulated in 2012 at 8TeV centre-of-mass
energy [9]. This is complemented on occasion with results from ATLAS reported
on 5fb−1 of data taken at

√
s = 7TeV in 2011 [8].

3.4.1 Simulated Samples

The simulation of modern detectors is based on the GEANT4 package [25] that
tracks any initial set of particles with given four-momenta through the detector by
accounting for each interaction with its material up to an adjustable level of preci-
sion. Thereby, the trajectories of particles are transformed into material hits in the
tracking devices. In addition, the evolution of electromagnetic and hadronic show-
ers, initiated by the impact of high-energetic particles, is emulated and energy losses
in the sensitive calorimeter material are represented by corresponding energy depo-
sitions. Mandatory input to the simulation is a detailed model of the detector geom-
etry and alignment, the calibration of all detector elements, and an emulation of the
readout electronics.

The initial set of particles impacting on the detector material is determined with
the help of MC event generators as described in the previous chapter, cf. Section 2.4.
For the purpose of deriving jet response corrections from simulation, event samples
of dijet, multijet, Z+jet, and γ+jet production are required. Additional samples are
used for e.g. heavy-quark jet production or for special purposes like single-neutrino
generation for events containing exclusively PU and electronic noise. As baseline
for the JEC in LHC Run 1, the general-purpose event generators PYTHIA versions 6
and 8, and HERWIG++ version 2 are used. They provide LO predictions for the
processes of interest, complemented with parton showers, MPI, and hadronisation.
MADGRAPH or ALPGEN are interfaced to PYTHIA or HERWIG++ to complement
the tree-level multijet production. Because the emphasis here is not on precision
comparisons of cross sections, but on studies of the detector behaviour, more time-
consuming higher-order predictions are not required for the purpose of the JEC. The
exact composition of JEC simulation samples with respect to MC event generator
versions and tunes varies largely between the different experimental collaborations.
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Fig. 3.9 Zoomed display of an ATLAS event with two high-pT muons (thick yellow lines) and 25
reconstructed primary vertices. (Source: CERN, ATLAS)

In the most recent JEC setup of CMS [9], the dijet, γ+jet, and single-neutrino
samples are produced with PYTHIA6 tune Z2*. The Z+jet and multijet samples are
generated with MADGRAPH matched to the parton showers by PYTHIA6 tune Z2*.
Additional samples of dijet and Z+jet processes are provided by HERWIG++ 2.3
with tune EE3C for systematic uncertainty studies.

For the offset corrections in Section 3.4.2, the single-neutrino sample is com-
pared to zero-bias (ZB) data. Zero-bias events are collected using a random trigger
in the presence of a beam crossing and capture the detector signals from zero colli-
sions up to many PU collisions. If at least a minimal trigger signal is required like
a reconstructed vertex with some tracks, then this is again a minimum bias event.
They correspond to very low-pT dijet events and are used to construct the pile-up
overlay samples. Dijets at higher pT are used to simulate the jet response analysed
in Section 3.4.3 and to compare to data in the dijet balance analysis described in
Section 3.4.4. In the same section, the Z+jet, γ+jet, and multijet simulated samples
serve to evaluate residual differences between measured and simulated response.

3.4.2 Offset Corrections

This first step of the JEC accounts for energy collected within an event that does
not originate from the principal high-pT scattering reaction, but from additional
pp scatters, i.e. PU, in the same (in-time, IT) or neighbouring (out-of-time, OOT)
bunch crossings or from electronic noise. An event-by-event identification of PU
contributions is possible only for charged particles, which appear as reconstructed
tracks that are not associated to the primary vertex triggering the readout of the
event. For illustration, Fig. 3.9 shows the event display of an ATLAS event, zoomed
in on the 25 reconstructed primary vertices, one of which is at the origin of two
high-pT muons represented by two thick yellow lines.

Within the PF concept of CMS, the tracks and four-momenta of the charged
hadrons identified as PU can be removed from the jets. When this technique of
charged hadron subtraction (CHS) has been applied, the corresponding jets are la-
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belled as “PF+CHS”. The remaining offset energy (or all of it in case of PF jets) is
corrected on average by employing jet areas, A, described in the previous chapter.
Ignoring the very rare case of two or more simultaneous high-pT scatters, the extra
energy from PU collisions can be assumed to be isotropically distributed over the
whole event and to correspond to an offset energy density ρ , such that (ρ ·A j) gives
a first estimate of the energy to be subtracted from jet j. However, in hadron colli-
sions soft particles are also produced through multiple parton interactions within the
primary proton-proton scatter and contribute to the soft energy pedestal via the un-
derlying event. Following Ref. [14] the soft energy dispersed by the UE must not be
subtracted from the jets, since a differentiation between particles of the hard subpro-
cess and the UE cannot be made unambiguously. A potential oversubtraction of this
component, ρUE, has to be estimated from events without PU collisions and must be
added back. Written in the form of a multiplicative correction to the uncorrected jet
pT, pT,uncorr, the factor reads:

Cjetarea(pT,uncorr,A j,ρ) = 1− (ρ−〈ρUE〉) ·A j

pT,uncorr
. (3.4)

The input parameters of this jet area method are pT,uncorr, the jet area A j, and the
per-event offset density ρ . At Tevatron, where the concept of jet areas initially was
not known, the alternative average offset method has been developed [26]. Here, the
correction depends on the number of primary vertices, NPV, reduced by one for the
high-pT scatter, and a pseudorapidity dependent factor O(η):

Coffset(η , pT,uncorr,NPV) = 1− (NPV−1) ·O(η)

pT,uncorr
. (3.5)

Both, the offset density ρ and NPV, scale almost linearly with the average number
of PU interactions per bunch crossing, 〈µ〉. Integrating the η dependence of the PU
contributions as observed at the Tevatron into the jet area method, both approaches
can be unified to give the hybrid jet area method as applied by CMS for the data
taken at

√
s = 7TeV [27]:

Chyb7(pT,uncorr,η ,A j,ρ) = 1− [(ρ−〈ρUE〉) ·β (η)] ·A j

pT,uncorr
, (3.6)

where (ρ−〈ρUE〉) and (NPV−1), and O(η) and β (η) ·A j play similar roles. The
four to five times larger amount of data available at 8TeV centre-of-mass energy al-
lowed the JEC to be complemented with a logarithmic jet pT dependence for the PU
offset. The final correction, where the UE density parameter ρUE has been absorbed
into ρ0(η), reads [9]

Chyb8(pT,uncorr,η ,A j,ρ) = 1− [ρ0(η)+ρ ·β (η) · (1+ γ(η) · log(pT,uncorr))] ·A j

pT,uncorr
(3.7)
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and depends on the four input variables jet pT,uncorr, jet η , jet area A j, and per-event
offset density ρ .

The three parameters ρ0(η), β (η), and γ(η) provide the necessary flexibility
towards the jet η and pT dependent final correction. They are determined from the
simulation of samples of QCD dijet events processed with and without overlay of
minimum bias events that serve to model PU collisions. Because the average number
of PU interactions per bunch crossing in data is not known beforehand, simulations
are performed for various hypotheses on 〈µ〉 that are combined later to match the
actual conditions during data taking. Figure 3.10 left shows the average simulated
particle-level offset in jet pT, 〈pT,PU− pT,noPU〉, versus particle-jet pT in the central
detector for increasing values of µ . Per PU collision simulation predicts about half
a GeV of additional pT captured by a jet. The residual offset after applying the
correction remains below that limit.

To account for differences between data and simulation, the method of random
cones (RC) is invoked. The RC method covers the whole (η ,φ) space of a ZB event
by randomly placed jet cones. As these events are not triggered by any specific de-
tector signal, they generally do not contain any high-pT but PU collision products as
well as detector noise. Assuming the noise energy contribution to be negligible with
respect to the PU one, the average pT of the jets as measured from the RC method
indicates the average energy offset due to PU, for the considered jet algorithm and
jet size parameter. Figure 3.10 right presents the RC offset per type of PF candidate
as determined in data and from MC simulation, normalised by the average number
of PU interactions 〈µ〉. The offset fraction labelled “charged hadrons” does not af-
fect PF+CHS jets. The bottom panel shows for PF and PF+CHS jets the ratio of data
over simulation, i.e. the scale factor to apply to data to correct for residual differ-
ences between the PU offset in data and in simulation. Within the tracker coverage
up to |η | = 2.5 this scale factor, which is larger for PF+CHS jets, is within ±5%
around unity, demonstrating the good modelling of PF candidates in simulation for
PF or PF+CHS jets. Beyond the reach of the ECAL endcap at |η |= 3.0 only electro-
magnetic and hadronic energy deposits in the HF calorimeter can be differentiated
leading to scale factors differing by up to 20% from unity.

Assuming on average 20 PU collisions, i.e. 〈µ〉 = 20, and adding together all
sources of systematic uncertainty in the offset correction, the PU uncertainty of the
JEC exceeds the level of two per mille only below about 50GeV in jet pT and is
negligible above compared to other sources of systematic uncertainty, cf. Figs. 3.20.

3.4.3 Simulated Response Corrections

The benefits of deriving the bulk of the JEC from simulation are manifold. First
of all, the accessible phase space is not limited by data availability and initial cor-
rections can be derived without any data. Secondly, biases present in data-based
methods are avoided, and finally the understanding of these methods and inherent
correlations are facilitated.
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The simulated jet response is deduced from a large dijet sample generated with
PYTHIA6 tune Z2*, where a particle-level jet is matched to the closest reconstructed
jet if their distance is smaller than half the jet size parameter R. This method en-
sures a high matching efficiency and provides a unique match for the anti-kt jets.
In the following, jets are assumed to be corrected for the PU offset as described
in the previous section. Then the simulated particle response Rptcl is defined as the
ratio of arithmetic means of matched reconstructed and particle-level jet transverse
momenta,

Rptcl(〈pT〉,η) =
〈pT〉
〈pT,ptcl〉

[pT,ptcl,η ], (3.8)

in bins of particle-level pT (pT,ptcl) and reconstructed η , where pT is the transverse
momentum of the reconstructed jet. The corrections are determined as a function of
pT and η for various jet algorithms and sizes and for the QCD dijet flavour mixture.
Figure 3.11 left presents as an example the simulated response Rptcl of R = 0.5
anti-kt PF+CHS jets versus η for a series of jet pT values. Below pseudorapidities
of |η | = 3.0 and above jet pT’s of 30GeV more than 90% of the original pT are
retained. Beyond |η |= 3.0 and in particular below 30GeV a much larger portion of
jet pT up to 30% is lost. Figure 3.11 right shows the response after the correction in
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the four regions of absolute pseudorapidity defined in the left plot and demonstrates
that full response with respect to the particle-jet can be recovered to within ±0.5%
for jet pT’s from about 20GeV up to 2TeV.

Since PU corrections, which are proportional to the jet area, have been performed
already, this significant R2 dependence of the JEC is removed. Residual differences,
visible for the correction factors at a jet pT of 30GeV in Fig. 3.12 left, are caused
primarily by two effects:

• Soft UE contributions to the jet pT have a lower response than the contributions
from the hard scattering that are concentrated at the core of a jet. For jets with
large jet sizes R the response at low pT is therefore reduced leading to corrections
that increase with R. The smallest considered jet size of R = 0.3 is an exception
because of the detector granularity that becomes important.

• For larger jet sizes, sharp transitions in the detector geometry and hence steps in
the response versus η are more averaged out than for narrower jets.

Figure 3.12 right presents the simulated jet responses after the JEC demonstrating
agreement with unity within ±1% for jet pT’s larger than 30GeV in the central
detector region of |η |< 1.3.

The jet response corrected in this step is sensitive to the detector calibrations
entering the simulation model. The response of the CMS calorimeters to single pions
has been calibrated in test beam studies to within an uncertainty of±3% in the barrel
region, which has subsequently been checked and confirmed in pp collision data
with charged pions [28]. Thanks to the inclusion of track measurements within the
Particle Flow concept, the PF jet response is much less sensitive to the underlying
single-particle calibration within the tracker coverage as compared to relying on
the calorimeters alone. Of course, this advantage is most prominent for low-pT PF
jets and diminishes for straight, high-pT tracks. The uncertainty of the underlying
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detector calibration is propagated to the JEC by employing a parameterised fast
simulation of the CMS detector (FASTSIM) [29].

Uncertainties arising from the modelling of jet fragmentation are estimated by
comparison of the PYTHIA6 samples with HERWIG++ ones.

3.4.4 Residual Corrections for Data

Simulated response corrections suffer from the imperfect modelling of real detectors
and therefore must be complemented with data-based corrections. Such residual
corrections are measured by exploiting transverse momentum balance to calibrate a
jet against more precisely measured reference objects. For reasons of statistical and
systematic precision, the residual corrections for data are performed in two steps:

1. In the first step, the detector response is equalised versus pseudorapidity by
correcting all jets relative to reference jets in the barrel region |η |< 1.3. For this
purpose, dijet events with at least one central jet are used, which are available
in sufficient numbers for jet pT’s up to 1TeV.

2. In the second step, pairs of unlike-sign high-pT leptons or a photon correspond-
ing to the topologies of Z(→ µµ)+jet, Z(→ ee)+jet, and γ+jet events are ex-
ploited to derive absolute calibration factors. Sufficient amounts of data have
been acquired for this purpose within the region of 30 < pT < 800GeV. Be-
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yond 800GeV multijet events are used to constrain one high-pT jet against the
recoil of two or more lower pT jets.

Two methods have been developed to assess transverse momentum imbalances in
these topologies. In the pT-balance method the response of the recoiling jet is de-
termined by a direct comparison to the pT of a reference object. In contrast, the
missing transverse momentum projection fraction (MPF) method [27] considers the
hadronic activity in the whole event to estimate a potential response mismatch. The
response for each case is then defined as:

Rjet,pT =
pT,jet

pT,ref
, (3.9)

Rjet,MPF = 1+
~/pT ·~pT,ref

(pT,ref)2 . (3.10)

For the calculation of the missing transverse momentum~/pT, PF jets up to |η |= 5.0
and above pT = 10GeV are considered after applying all preceding corrections.
Differences in the two response determinations are used for consistency checks and
uncertainty estimates.

Clearly, the existence of jets beyond the ones required by the requested event
topology invalidate the assumption of pT balance between the objects under consid-
eration. Therefore, the corrections must be studied as a function of the additional jet
activity that is quantified through the observable α , which is defined as the ratio of
the pT of the highest-energetic extra jet over the pT relevant for the balancing. So
for dijet events, α = pT,3/pT,ave, while for Z(→ µµ)+jet, Z(→ ee)+jet, and γ+jet
events α = pT,2/pT,γ/Z. In these formulae, pT,n refers to the n-th highest-energetic
jet in the event, pT,ave is the average pT of the leading two jets, and pT,γ/Z denotes
the pT of the photon respectively the Z boson. The measured responses are extrapo-
lated to the limit of zero extra activity, i.e. α → 0, to address only genuine detector
effects on the jet energy response.

3.4.4.1 Relative η-dependent corrections

The relative η-dependent corrections to the jet response are obtained from dijet
events with the reference or tag jet restricted to the central barrel region of |η |< 1.3,
and the probe jet unconstrained in pseudorapidity. The bias caused in this method
by the rather poor jet energy resolution is reduced by binning in average jet pT,
pT,ave = 0.5 · (pT,tag + pT,probe), instead of pT,tag. At the same time, biases from
ISR+FSR are cancelled to first order.

Because generally the average of a ratio is unequal to the ratio of averages, unless
the denominator is almost constant, pT,ave must appear in the denominator. Hence,
the following formulae define the corresponding responses from dijet events for both
the pT-balance and MPF method:



3.4 Jet Energy Calibration 83

RpT
rel =

1+ 〈A〉
1−〈A〉 , where (3.11)

A =
pT,probe− pT,tag

2pT,ave
, and (3.12)

RMPF
rel =

1+ 〈B〉
1−〈B〉 , where (3.13)

B =
~/pT · (~pT,tag/pT,tag)

2pT,ave
. (3.14)

Extrapolating to zero additional jet activity, i.e. α→ 0, and binning sufficiently fine
in pT,ave, both variables RpT

rel and RMPF
rel reduce to Rrel = 〈pT,probe〉/〈pT,tag〉. Assuming

that on average the tag and probe jet pT’s are equal for particle-jets, which holds af-
ter correcting for small second-order biases from ISR+FSR and from the jet energy
resolution (JER), cf. Section 3.6, this is equivalent to the ratio Rrel of jet response
Rjet,probe over Rjet,tag.

Figure 3.13 left shows the relative η- and pT-dependent factor Rrel,MC/Rrel,data
that corrects for residual differences between data and simulation. The curve for
pT = 480GeV stops at η ≈ 2.8 corresponding to a jet energy of E = pT coshη =
4TeV thereby restricting the correction to a reasonable range with respect to the
collected data. In the barrel reference region of |η |< 1.3 the factor varies from 0.99
up to 1.01. In the endcap region up to |η |= 2.9, it rises to 1.06, and for the HF even
up to 1.15. A pronounced pT dependence is observed beyond the barrel region with
smaller corrections for increasing pT’s as expected from reduced nonlinearities of
the calorimeters.

Detailed studies have been performed to correct for biases caused by ISR+FSR
and JER effects in the data-based relative calibration. They are reported in Ref. [9].
The total uncertainty on the JEC by this relative correction varies from below 0.5%
in the barrel reference region up to about 2.0% for the outer pseudorapidities as
shown in Fig. 3.13 right for a jet pT of 100GeV.

3.4.4.2 Absolute corrections

The data-based absolute calibration of jet energies is performed in the barrel ref-
erence region |η | < 1.3 for jet pT’s between 30 and 1300GeV. Sufficient amounts
of data are at disposal for the Z(→ µµ)+jet and Z(→ ee)+jet topologies between
30 and 400GeV. In the γ+jet channel the reach is from 40 up to 800GeV. Be-
yond 800GeV the response is constrained using multijet events, where a high-pT
jet recoils against a system of two or more lower-pT jets. Within CMS the cor-
rection is done in two steps. First, the most precise calibration channel based on
Z(→ µµ)+jet events is used to derive a global factor that corrects for the residual
mismatch between data and simulation. In a second step, an observed pT depen-
dence of this absolute calibration is taken into account in a simultaneous fit of the
individual responses of all channels. To profit from the different sensitivities of the
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pT-balance and MPF method to systematic biases, these steps are performed with
both approaches.

This absolute calibration is equally affected by a bias through ISR+FSR as the
relative one, and subdominantly also by UE and OOC showering effects. In contrast,
the energy resolution does not induce a large bias, because the binning is made
in terms of the boson’s pT, which exhibits a much better resolution than any jet
pT. To account for the ISR+FSR bias the jet response is investigated as a function
of the suppression of additional jet activity that is quantified in terms of the α =
pT,2/pT,γ/Z parameter. Figure 3.14 left shows the corresponding jet responses for
data and simulation in both data-based methods, pT-balance and MPF, and their
ratios data over simulation in the lower panel. In all cases a linear dependence on
α is exhibited that can be extrapolated to α = 0 starting from the working point
of α = 0.3. This extrapolation is indicated in Fig. 3.14 left by lines with shaded
bands representing the statistical fit uncertainty. Obviously, the pT-balance method,
which ignores event components other than the tag and probe objects, is much more
sensitive to additional jet activity than the MPF approach that includes the whole
event. As a consequence the relative resolution of the MPF method is superior as
compared to the pT balance, particularly so at high pT beyond 100GeV. On the
contrary, additional PU jets at low pT pose a problem for the MPF approach, while
these contributions are ignored in the pT balance leading to a superior resolution of
the latter method. In summary, both methods give consistent results and complement
each other in terms of their performance in the considered pT range.

The simulated response pT,jet/pT,ptcl, indicated in Fig. 3.14 left with green stars,
exceeds unity despite the use of already MC-calibrated jets i.a. because of the lower
jet response on average in dijet events as compared to a Z+jet event sample, which
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contains a smaller fraction of gluon-initiated jets. This bias is treated in the jet
flavour corrections in Section 3.4.5.

After dealing with the remaining effects of UE and OOC, which affect the pT-
balance and MPF methods slightly differently, the response for Z(→ µµ)+jet events
is found to be lower by about 2% in data than in simulation, in agreement between
the two approaches. This global correction factor of 1.02 also coincides with previ-
ous findings for the data taken at 7TeV centre-of-mass energy [27]. The correspond-
ing result for the MPF method is shown in Fig. 3.14 right for Z+jet and γ+jet event
samples. In the following, the response in data is presumed to have been scaled by
this global correction factor of 1.02, constant as a function of pT.

The multijet balance (MJB) exploits events where one high-pT jet recoils against
two or more lower pT jets that have been calibrated already. This technique, intro-
duced by ATLAS in Ref. [30], defines as response
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MJB =
|~pT,1|∣∣~pT,recoil

∣∣ , (3.15)

where ~pT,recoil is the vectorial sum of the momenta of all nonleading jets. To ensure
a clear one-to-many balancing topology as sketched in Fig. 3.15 left and to confine
the recoil jets to a pT range that has been calibrated already, the following selection
criteria must be fulfilled:

1. The azimuthal angular separation ∆φ between the leading jet to be calibrated
and the recoil system must differ from π by less than 0.3: |∆φ −π|< 0.3.3

2. The azimuthal angular separation β , cf. Fig. 3.15 left, between the leading jet
and the closest nonleading jet of the recoil system must exceed unity: β > 1.

3. The proportion of the next-to-leading jet’s pT, pT,2, to the pT of the re-
coil system, named asymmetry ratio A in Ref. [30], must not exceed 60%:
A = pT,2/pT,recoil < 0.6.

The resulting responses for data and simulation, shown for the analysis by ATLAS in
Fig. 3.15 right, upper panel, start at about 90% for 100GeV of pT,recoil and approach
unity for recoil systems with about 600–1000GeV of pT. This behaviour is described
to within ±3% by MC simulation using PYTHIA, ALPGEN, or HERWIG++ with a
small positive slope of the data-over-MC ratio towards higher pT’s, as visible from
the lower panel of Fig. 3.15 right.

CMS extended this technique to include the MPF method with the response de-
fined as [9]:

MPF = 1+

(
~/pT ·~pT,recoil

)
∣∣~pT,recoil

∣∣2 . (3.16)

3 In Fig. 3.15 left, |∆φ −π| is defined as α , which is not used here to avoid confusion with the
previously defined suppression α of additional jet activity.
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Within the kinematic constraints of the CMS JEC,~/pT is corrected for all jets with
|η | < 5 and pT > 10GeV, but only jets with pT > 30GeV are used for the event
selection and the construction of ~pT,recoil. The latter condition ensures that the event
selection is not biased by PU jets, and that the recoil is composed of jets directly
calibrated with data-based methods.

If the MJB constraints are to be used in a simultaneous response fit together
with the Z+jet and γ+jet topologies instead of just extending their reach in jet pT,
then a more complicated setup is required. To perform such a fit for the final re-
sult on the absolute scale correction for data, including a pT-dependent term, CMS
evaluates the effective pT of the jets in the recoil system, which is found to lie be-
tween 35 to 45% of pT,recoil and is a measure of the lever arm of the MJB technique
towards higher jet pT [9]. The outcome of the χ2 fit with nuisance parameters is
demonstrated in Fig. 3.16. The left plot shows the data-to-simulation ratio of the jet
response measurements from Z(→ µµ)+jet, Z(→ ee)+jet, γ+jet, and multijet sam-
ples after all preceding corrections including the constant factor of 1.02 for data,
but before performing the simultaneous fit. The right plot demonstrates a much im-
proved agreement amongst the post-fit responses that are shifted according to the
fitted nuisance parameters.

Systematic uncertainties beyond differences in the two methods and the bias cor-
rections originate from the corresponding energy/momentum scale uncertainties of
the reference objects. The tracker scale uncertainty for muons in |η |< 2.4 amounts
to 0.2% [31], the ECAL scale uncertainty corresponds to 0.5% for electrons within
|η | < 2.4 [32], and to 0.2% for photons within |η | < 1.3 [33]. The peaks of the
invariant-mass distributions of the Z(→ µµ)+jet and Z(→ ee)+jet events is used to
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validate the muon (electron) energy scale between data and simulation. These are
found to agree within the assumed 0.2 respectively 0.5%.

3.4.5 Jet Flavor Corrections

The amount of quark- or gluon-initiated jets in an event sample has an important
impact on the jet response and thereby on the JEC. Based on the larger effective
squared colour charge of a gluon, CA, as compared to that of a quark, CF , pQCD
predicts that gluon-initiated jets are broader in shape with a higher particle mul-
tiplicity on average [34]. As a consequence, the wider shape of gluon jets, which
entail higher OOC losses for a particular jet of size R, and the higher average multi-
plicity, which implies the presence of more low-energetic particles, both lead to the
expectation of lower jet responses for gluon- than for quark-initiated jets. Therefore
such differences have to be examined and controlled for the purpose of JEC.

It must be emphasised, however, that the concept of flavoured jets is not neces-
sarily well-defined beyond LO. As illustrated for example in Fig. 3.17, a qq̄g event
can be seen as an NLO correction to the process qq̄→ qq̄ via the final-state radi-
ation of a gluon, or as the NLO correction to the process qq̄→ gg with a g→ qq̄
splitting in the final state. Since the two final states are indistinguishable by first
principles of quantum mechanics, the classification of such an event to either a qq̄
or a gg dijet event is ill-defined. For a discussion on an infrared-safe definition of
jet flavour Ref. [35] may be consulted. Some observables sensitive to differences in
quark- respectively gluon-initiated jets are presented in Section 6.7. In the following
the LO-based “physics definition” is used, where each jet is matched to the nearest
parton of the LO high-pT scattering process within ∆R = 0.25. Unassociated jets,
e.g. from high-pT gluon radiation, are labelled as “unmatched”. For the purpose of
b-tagging sometimes an “algorithmic definition” is employed, where jets with heavy
hadrons from gluon splitting are reclassified as b- or c-quark jets. This procedure,
however, is in conflict with the parton shower concept of HERWIG++ and is not
discussed further here.

For a first look into potential differences with respect to JEC purposes, Fig. 3.18
presents the jet-flavour fractions for the three event classes of dijet, Z+jet, and γ+jet
production as derived from PYTHIA6 or MADGRAPH +PYTHIA6 MC predictions.
The most striking feature is the more than twice as large gluon-jet fraction in the
dijet sample as compared to the Z+jet or γ+jet samples in the whole accessible pT
range up to 800GeV. But also the two boson+jet samples differ significantly, in
particular below pT’s of 100GeV, where presumably the mass of the Z boson plays
a role. In that region, the γ+jet sample exhibits a much higher quark-jet fraction
composed of light quarks and about 20% of directly produced charm jets.

Uncertainties arise at two occasions. First, differences might occur between the
MC models in the predicted flavour composition of either the calibration sample, the
signal sample, or both. Secondly, the jet response for a particular flavour might vary
among the consulted theory predictions. Investigations by ATLAS and CMS [8, 9]
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Fig. 3.17 LO Feynman diagrams for the processes qq̄→ qq̄ and qq̄→ gg (top row) and two NLO
corrections (bottom row) with identical final state of qq̄g.
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suppressed via the condition α < 0.2. (Taken from Ref. [9])

demonstrate that the dominant impact comes from large differences in the gluon-jet
response between PYTHIA6 and HERWIG++. As an example, Fig. 3.19 left compares
the responses as a function of jet pT for various jet flavours from HERWIG++ tune
EE3C and PYTHIA6 tune Z2*. The largest deviations varying from 3% at 30GeV
down to 1% at 1TeV occur between the gluon-initiated jets of the two MC event gen-
erators. Figure 3.19 right presents the uncertainties ensuing from this discrepancy
for the JEC as a function of jet pT at |η |= 0 for light quarks, bottom quarks, gluons,
and for typical quark-gluon jet mixtures. These uncertainties are applicable to data
versus simulation comparisons regardless of whether or not optional jet-flavor cor-
rections have been utilised with respect to the default corrections provided for dijet
production.
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3.4.6 JEC Uncertainties

JEC uncertainties are derived for each calibration step as detailed in the previous
sections and are provided by CMS for the purpose of physics analyses in the form
of k = 1, . . . ,K mutually uncorrelated sources as functions of jet pT and η . Each
such source k is represented through a relative 1σ shift ski that corresponds to a
systematic effect fully correlated in pT and η for any observation bin i = 1, . . . ,N.
Partial or full decorrelation of a systematic effect within parts of the phase space is
implemented by providing multiple sources spanning appropriately limited regions
such that each source by itself is fully correlated and their sum in quadrature re-
produces the desired degree of correlation for this systematic effect. The quadratic
sum of all ski equals the total relative JEC uncertainty for any point i (or j) in phase
space:

Si =

√
K

∑
k=1

s2
ki , S j =

√
K

∑
k=1

s2
k j , ρi j =

∑
K
k=1 skisk j

SiS j
, (3.17)

where ρi j is the correlation coefficient of the uncertainty between the two points
i and j. This approach works in complete analogy to the eigenvector method de-
scribed before in the context of the PDF uncertainties 2.6.2, provided the relative
uncertainties are properly scaled with the measurement, Di, or the expectation from
theory, Ti. Testing the goodness-of-fit using a least-squares method, the χ2 between
the N measurements Di and their theoretical predictions Ti then is defined as:

χ
2 =

N

∑
i, j=1

(Di−Ti)C−1
i j (D j−Tj) , (3.18)
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where the covariance matrix Ci j accounts for correlations and is written as:

Ci j =
K

∑
k=1

ski · sk j + σ̂Di σ̂D j δi j . (3.19)

Here, the additional term with σ̂Di and σ̂D j corresponds to the estimated statistical
uncertainty of the measurement, which is uncorrelated and therefore only appears
in the diagonal terms as indicated by Kronecker’s delta function δi j.

As long as the χ2 fit is unconstrained, it can be proven that the covariance-matrix
formulation Eq. (3.18) can be written equivalently in a best-fit form using nuisance
parameters [36, 37]:

χ
2 =

N

∑
i=1

(Di−Ti · (1+∑
K
k=1 εkski))

2

σ̂2
Di

+
K

∑
k=1

ε
2
k . (3.20)

Correlations are taken into account by minimising the χ2 with respect to the nui-
sance parameters εk, one of each was added per systematic source k. The denomina-
tor is composed of only an uncorrelated, statistical uncertainty, while the systematic
effects appear with an additional penalty term ∑

K
k=1 ε2

k . The a priori expectation at
the χ2 minimum is that systematic shifts via the nuisance parameters εk are Gaus-
sian distributed with zero mean and unity root-mean-square. Although the resulting
χ2 at minimum should be identical to the one from the covariance-matrix formu-
lation Eq. (3.18), the latter method has the advantage to provide the nuisance pa-
rameters and the best-fit theoretical predictions for sanity checks. Deviations from
the expected behaviour of the εk would point to problems in the modelling of the
systematic uncertainty and the implied assumptions.

As recommended by CMS, it becomes explicit from the Ti · (1+∑
K
k=1 εkski) term

in the numerator of Eq. (3.18) that the JEC uncertainties should be propagated as
multiplicative factors to the theory expectation Ti. Although some corrections, e.g.
the one for the PU offset, could be considered as additive, in total the multiplication
of Ti avoids the statistical bias that arises from uncertainty estimates taken from
data [38–40].4

Figure 3.20 summarises the JEC uncertainty of CMS as a function of jet pT (left)
and jet η (right). Going from low to high-pT jets, the dominant uncertainty sources
on the experimental side are related to PU and the absolute scale calibration re-
spectively. Below 200GeV of pT a large fraction of the uncertainty is caused by
discrepancies in the theoretical modelling of the gluon jet response. Otherwise JEC
uncertainties as small as 0.5% are achieved in the central detector for jet pT’s of
80GeV and beyond. For outer pseudorapidities beyond tracking and then endcap
coverage, the relative η-dependent correction contributes about 1–2% to the total
uncertainty. The additional source labelled “time stability” in Fig. 3.20 accounts
for time-dependent variations in the ECAL and HCAL responses caused by radia-
tion damage. This effect has been corrected on average for the total sample of un-

4 Sometimes this effect is called D’Agostini bias.
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Fig. 3.20 Summary of fractional JEC systematic uncertainties with PF+CHS anti-kt jets (R = 0.5)
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prescaled events from 2012. The time stability uncertainty therefore is to be applied
only if dedicated or pre-scaled subsamples of the total 8TeV data set are selected.

A similar behaviour and performance of the JEC has been achieved in ATLAS
as shown in Fig. 3.21 for data at

√
s = 7TeV. Also here, a significant fraction of the

total uncertainty below 200GeV of jet pT is caused through flavour effects and their
theoretical modelling.

Another interesting aspect arises, when data from multiple experiments are to be
used in a common fit. In that case, correlations between the systematic uncertainties
of the experiments have to be carefully evaluated. This goes beyond the scope of
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results discussed in this work. However, first studies on correlations between the jet
measurements in ATLAS and CMS have been reported in Refs. [16] and [17] for 7
and 8TeV centre-of-mass energy respectively.

3.5 Background Removal

Whenever parts of the detector or the data acquisition and reconstruction chain were
not operating properly, the concerned luminosity sections of about 23seconds du-
ration in CMS are flagged as invalid and are removed from the amount of data
available for physics analyses. In some cases the observed problem can be fixed in a
later reprocessing and the respective data are recovered. In addition to this upstream
validation further careful checks are performed on all events for the chosen set of
triggers. The first filtering step consists in the removal of occasional nonphysical
reconstruction objects. More precisely, to suppress jet-like signatures resulting from
noise in the electromagnetic and/or hadronic calorimeters of CMS, PF jets are re-
quired to satisfy the following jet identification criteria. Each PF jet should contain
at least two particle candidates, one of which is a charged hadron, and the jet energy
fraction carried by neutral hadrons and photons should be less than 90%. These cri-
teria have an efficiency of greater than 99% for physical jets, while the probability
for a nonphysical jet to pass the criteria is less than 10−6 [20]. In addition, each
accepted event must have at least one well-reconstructed proton-proton interaction
vertex. Equivalent data-quality, jet-identification, and vertex requirements are im-
posed by ATLAS, cf. Ref. [41].

In a second step, the event sample is restricted to the desired phase space in jet
pT and rapidity y depending on each individual analysis. Because of the huge jet
production cross section, backgrounds through other physics processes are usually
negligible — a particularity of jet studies. In some cases, CMS requires as an ad-
ditional safety measure the ratio of the missing transverse energy Emiss

T over the
scalar sum of transverse energy ∑ET not to exceed 0.3. Figure 3.22 illustrates the
effect by means of an inclusive jet (left) and a dijet selection (right). The event ex-
cess observed for large Emiss

T /∑ET values in the first case is caused by Z/W + jet
production, where the Z → νν̄ and W → lν decays lead to the missing ET, while
for the latter selection the dijet requirement effectively removes this type of events.
Since high-pT jet production does not normally generate true Emiss

T , the background
events can safely be removed by the indicated selection criterion. In special cases,
however, like heavy-quark jets with leptonically decaying hadrons, or in particular
phase space regions as described in the azimuthal decorrelation study in Section 6.5,
additional considerations have to be made.

Finally, in many cases the highest pT (or dijet mass) events are studied for any
peculiarities using an event visualisation tool although this is not always explicitly
mentioned in the relevant publications.
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3.6 Jet Energy Resolution and Unfolding

Taking a step back, the achievements so far can be recapitulated as follows: Analysing
experimental data means interpreting them in terms of “true” causes while account-
ing for effects of the experimental setup and the measuring apparatus. With respect
to a measuring interval in some observable, undesirable effects can roughly be di-
vided into four parts:

1. Background:
Other physics processes with identical or very similar signatures than the sought
for signal might exist. These increase the observation beyond expectation. Simi-
larly, an increase might be provoked by detector artefacts or by different physics
processes that, in combination with experimental effects, mimic the desired sig-
nature. In careful studies, this background must either be avoided, eliminated,
or subtracted. With respect to jet analyses, background is considered to have
been dealt with in the previous Section 3.5.

2. Efficiency:
The measuring procedure might suffer from a limited acceptance or from in-
efficiencies. Both lead to losses that can be corrected by either measuring or
estimating the efficiency including its uncertainty. The phase space of the jet
studies considered here typically is restricted to the fiducial volume at full ef-
ficiency of any detector such that inefficiencies are negligible, cf. Sections 3.2
and 3.3.

3. Bias:
Measured quantities might be displaced with respect to their original values.
The prime example here are jet energies, which are subjected to a complicated
calibration procedure as described in Section 3.4. Angular measures are, in gen-
eral, reconstructed quite accurately, but in case of shifted vertices or in problem-
atic detector regions small biases might need to be rectified. At this stage, all
known biases of a jet measurement are assumed to be corrected.
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4. Smearing:
The last and technically difficult point to tackle concerns the smearing effect of
the measuring device because of its finite resolution. As a result, an observation
in a measuring interval can be changed both ways, i.e. increased or decreased,
through migrations from and to other regions that in addition lead to corre-
sponding correlations. The jet energy resolution and the unsmearing task that is
solved by unfolding are the topics of the next two sections.

3.6.1 Jet Energy Resolution

As a consequence of the complex and fluctuating formation of hadronic showers,
the jet energy or, more precisely, the jet pT resolution is rather poor compared to the
resolution of other physics objects such as muons, photons, or electrons, which are
measured from tracks, electromagnetic energy deposits, or both. The considerable
impact on jet measurements has to be corrected and the corresponding uncertainty
needs to be estimated. As for the JEC, within CMS [9] this is performed through
detailed detector simulations with subsequent data-based corrections for processes
where a jet is balanced in pT by either a photon, a Z boson, or a second jet. For e.g.
γ+jet events the pT balance B can be expanded as:

B =
pT,jet

pT,γ
=

pT,jet

pT,jet ptcl
· pT,jet ptcl

pT,γ ptcl
· pT,γ ptcl

pT,γ
, (3.21)

where pT,jet and pT,γ are the reconstructed, and pT,jet ptcl and pT,γ ptcl the particle-
level jet respectively photon transverse momenta. The quantity of interest, how-
ever, is not this balance itself, but the width of its distribution, σB, for a sample of
events. Assuming the three factors in Eq. (3.21) to represent independent and ap-
proximately Gaussian distributed random variables, the observed width σB can be
derived through quadratic summation, indicated by ⊕, of the widths of each com-
ponent:

σB · krad = σJER⊕σPLI⊕σγ . (3.22)

Here, σJER = σ
(

pT,jet/pT,jet ptcl
)
≡ σpT/pT is the sought-after JER of particle-level

jets, σPLI is the width of the intrinsic, particle-level imbalance (PLI) caused by the
UE, OOC effects, and the presence of neutrinos, and σγ is the photon pT resolution.
The factor krad accounts for ISR and FSR whose impact is eliminated in a similar
way as for the JEC by extrapolating to zero additional jet activity. In summary, the
observed width σB of the pT,jet versus pT,γ balance is the net effect of the JER, an
intrinsic, particle-level jet pT resolution, and the photon pT resolution. Indicating
quadratic subtraction by 	, Eq. (3.22) can be rearranged to finally give

σJER = σB · krad	σPLI	σγ . (3.23)

For dijet events the asymmetry A, defined as
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A=
pT,jet1− pT,jet2

pT,jet1 + pT,jet2
, (3.24)

is used instead of the pT balance. As a complication, jet related resolutions now
appear twice, once for the probe and once for the tag jet, for the JER as well as
for the intrinsic, particle-level resolution. In the case of both jets within comparable
detector regions and sharing the same JER, one obtains:

σJER =
√

2 ·σA · krad	σPLI . (3.25)

More details on the general case can be found in Ref. [9].
An example of the simulated resolution of the jet response is displayed in

Fig. 3.23 left. The core of the distribution up to about two σ is well described by a
Gaussian, confirming the assumptions above. Beyond this core region tails are visi-
ble on both sides, which approximately follow a power law. At low pT’s as shown in
the example plot, the almost symmetric tails are caused through mismatch between
jets that have been split either at reconstructed or at particle level but not at both.
At high pT the resolution curve becomes increasingly asymmetric with a power-law
tail only on the left side because of losses through rare unresponsive detector areas
or punch-through of high-pT particles. Experience shows that all these effects can
be well modelled by a double-sided Crystal Ball (CB) function that was first used
by the Crystal Ball Collaboration in the context of calorimetric resolutions [42].
The piecewise-defined function is illustrated in Fig. 3.23 right at the example of a
diphoton mass resolution as used in Ref. [43] and exhibits a Gaussian core with sep-
arate power-law tails beyond αL ·σCB to the left and αH ·σCB to the right hand side.
Defining x = (m−µ)/σ the CB function can be written in a more general form as

fCB = N ·





e−
1
2 α2

L ·
[(

αL
nL

)(
nL
αL
− [αL + x]

)]−nL
, x <−αL

e−
1
2 x2

, −αL ≤ x≤ αH

e−
1
2 α2

H ·
[(

αH
nH

)(
nH
αH
− [αH − x]

)]−nH
, x > αH

, (3.26)

where N is a normalisation factor and αL and αH delimit the Gaussian core, which
is replaced by a power-law behaviour proportional to 1/nL and 1/nH to the lower
respectively higher side. The piecewise function is designed such that the function
itself and its first derivative are continuous.

For the purpose of parameterising σJER for the simulated jet response as a func-
tion of pT,jet ptcl, only the Gaussian core is considered. To account for PU effects,
to which the noise term in PF jet resolutions is very sensitive, the calorimetric NSC
formula Eq. (3.1) is modified as follows to include a possibly negative noise term:

∆ pT

pT
=

√
sign(N)N2

p2
T

+
S2

pT
+C2 , (3.27)
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Fig. 3.24 Left: JER as a function of pT,ptcl for anti-kt jets with R = 0.7 without PU and for four
ranges in average number of PU interactions, µ , per bunch crossing. Right: Flavour dependent
intrinsic JER in simulation for a γ+jet sample and jets with in |η | < 1.3. The JER is shown for
particle-level jets, where neutrinos are exceptionally included in the particle-level jet definition to
demonstrate the loss in precision induced for c and b jets. Without neutrinos all curves are rather
close to each other. (Taken from Ref. [9])

where signN can be either +1 or −1. The sensitivity to PU even for PF+CHS jets
is shown in Fig. 3.24 left. The right panel of Fig. 3.24 demonstrates the effect of
neutrinos on the JER, if they would be included in the particle-level jet definition of
CMS. Without neutrinos, differences in σJER of the simulated response among the
various quark flavours are rather small.
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Fig. 3.25 Data-based JER scale factors including uncertainty as a function of |η | from the γ+jet
pT balance and the dijet asymmetry method to correct the underestimated JER from simulation.
(Taken from Ref. [9])

The results from simulation are checked in data by using the γ+jet pT balance
and the dijet asymmetry method, rewritten in terms of the average pT, 〈pT1,2〉, of
the two jets as

A=
pT,jet1− pT,jet2

pT,jet1 + pT,jet2
=

pT,jet1− pT,jet2

2 · 〈pT1,2〉
. (3.28)

Figure 3.25 presents for both data-based methods the final scale factors including
uncertainty that have to be applied to simulation-based JER corrections. Where ap-
plicable, both methods agree and indicate an underestimation of the JER in the MC
simulation, in particular when approaching the transition region at |η | ≈ 3.0 from
the endcap to the HF calorimeter of the CMS detector.

3.6.2 Unfolding

Reflecting on finite detector resolutions, one can draw already two conclusions with
respect to the impact of e.g. JER: First, physical causes that would lead to signals
with high “frequency” with respect to the typical resolution width are smeared out
and become immeasurable. Secondly, variations of the observed data at similarly
high “frequencies” are amplified in the inverse process. As a consequence, physical
causes can be differentiated into one part that is immeasurable with the present
device entailing an unavoidable loss of information, and a second part, on which
something might be learned by studying the observations. However, the collected
data are subject to statistical fluctuations, which are amplified in the inverse process
as well. Both issues together render the unfolding procedure a rather difficult task.
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The necessity of unfolding depends on the purpose of a measurement. If the pri-
mary goal consists in a comparison to a particular theory prediction, then it is much
safer and more efficient to smear the theory by estimating a response function or
matrix from detector simulation. This strategy is applied for example in Section 6.1,
where a new physics hypothesis is tested against the null hypothesis in order to de-
rive an exclusion limit. If on the other hand observations of different experiments
shall be compared or even combined in fits of theory parameters, then there is no
alternative to unfolding. Equally, in some cases features may become recognisable
only in the unfolded result as for example in a deblurred image. Measurements cor-
rected for detector resolutions are also desirable for future comparisons to not yet
developed theories, or, for efficiency reasons, in tunings of MC event generators.
Last but not least, culture-wise it is more satisfying at some point to conclude with
one “true” figure for posterity than with smeared theory distributions, one for each
experiment. Given today’s data storage capabilities though, it might be wise to pub-
lish both, “raw” data with estimated detector response, and unfolded data with full
covariance. In particle physics, this is very rarely done.

As will be seen, drawbacks of unfolding might consist in introducing biases and
losses of sensitivity, in particular with respect to small-scale structures in compari-
son to the typical resolution width, e.g. oscillations or narrow bumps. The following
details are tailored to the usage in the discussed particle-physics analyses, where
the decision was made to unfold. They cannot do justice to the field of unfolding
in general, which is developing dynamically. For an overview with specialisation
on particle physics the following Refs. are recommended: [44–47]. In addition, two
workshops of the PHYSTAT series that brings together particle physicists, astro-
physicists, cosmologists, and statisticians comprise contributions dedicated to un-
folding: [48, 49]. To emphasise the importance of proper statistical methods in gen-
eral, each LHC experimental collaboration has established a Statistics Committee
that provides advice and recommendations to the physicists. The following expla-
nations profited on occasion from related discussions with the CMS Statistics Com-
mittee.

3.6.2.1 Matrix Inversion

Mathematically, the unfolding problem can be stated in the following form
∫

Ω

K(y,x) f (x)dx = g(y) , (3.29)

where g(y) is the measured distribution, f (x) is the true distribution, and K(y,x)
is a Kernel function describing the measurement process that transforms f (x) into
g(y) within some fixed phase space Ω . The solution of such a Fredholm integral
equation of the first kind counts among the so-called ill-posed inverse problems. In
the special case, where the Kernel K(s, t) = K(s− t) only depends on the difference
of its two arguments, the inverse process to the resulting folding integral is called
deconvolution.
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In practice, the first step towards a numerical solution consists in binning the
measurement in the form of a histogram, which effectively smoothes statistical fluc-
tuations, but also signal variations happening at scales comparable to the chosen bin
width. Representing this histogram by an m-vector~y of measured data and the true
distribution by an n-vector of unknowns~x, the problem can be rewritten as

R~x =~y , (3.30)

with R being a rectangular (m×n) response matrix. In the special case of a quadratic
matrix, m = n, the solution reads

~x = R−1~y (m = n) , (3.31)

if R can be inverted, i.e. it has no singular eigenvalue. The physics analyses studied
later in more detail have m = n. If more information should be extracted than there
are measurements, n > m, the problem is guaranteed to be ill-posed and should
be reconsidered. For m > n, the Moore–Penrose pseudoinverse R+, with RR+R =
R+, R+RR+ = R, and both, RR+ and R+R Hermitian, can be used to rewrite the
solution in the form

~x = R+~y (m > n) . (3.32)

Applying standard methods of linear algebra and statistics, it can be shown that
the matrix inversion method, Eq. (3.31), provides the least squares (LS) and also
the maximum likelihood (ML) solution with the property of having the smallest
variance among all unbiased estimators. In contrast to other fields of application like
deblurring in astronomical or medical imaging, it is absolutely essential in particle
physics to not only have the unfolded result, but also estimates of its uncertainties
and correlations. In other words, it is mandatory to derive the full covariance matrix
Cx in the unfolded space~x:

Cx = R−1Cy(R−1)T . (3.33)

In favourable situations, for example the measurement of dijet azimuthal decorrela-
tions [50] described in Section 6.5, matrix inversion can be sufficient despite the fact
that in general neither R nor ~y are known exactly. Frequently, however, inevitable
statistical fluctuations in the data~y render this method useless. As explained above,
high-frequency signals, suppressed by detector effects, are mimicked by statistical
noise and are amplified in the inversion leading to strongly oscillating solutions with
large variances. The only means to improve this situation lies in accepting some bias
because of additional assumptions in exchange for variances that are better-behaved
than for the ML estimator. This procedure is called regularisation.
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3.6.2.2 Regularisation

Widening the bins introduces an implicit regularisation and helps in reducing bin
migrations, in the extreme leading to a simple diagonal response matrix. To avoid
that too much information is lost that way, the bin widths are usually chosen to be
of the order of the experimental resolution. On the other hand, R is estimated by
MC simulation. In addition to the implied model dependency and statistical fluctu-
ations of the simulated events, this poses a problem explicitly for very steep spectra
in combination with wide bins, because the approximation quality of a steep func-
tion deteriorates with the bin width. Choosing a binning much narrower than the
resolution requires more elaborate regularisations and potentially complicates esti-
mating other systematic uncertainties like the one from JEC, which is not always
propagated through the unfolding but implicitly assumes small migrations mostly
between neighbouring bins. Given these conflicting boundary conditions, there is
no simple recipe for choosing a binning and a case-by-case judgement is advised.

Regularised unfolding techniques used in particle physics can roughly be differ-
entiated into two classes:

1. Iterative solutions with early stopping:
In practice, it might be difficult to calculate the ML estimator via the inver-
sion of the response matrix. However, it can always be computed iteratively
through the expectation-maximisation (EM) algorithm [51]. In Ref. [52] it has
been proven that this procedure converges to an ML estimator for an infinite
number of iterations, i.e. it approaches the matrix inversion result including the
potential build-up of large oscillations. Regularisation comes into play implic-
itly by the property of so-called semi-convergence. Starting from some initial
assumption on the unfolding solution~x, the first iterations account for the dom-
inant structures in the data and show significant improvements, after which the
convergence becomes rather slow. The regularisation parameter is the number
of iterations and hence the method could be called “regularisation by early stop-
ping of the EM iteration”.

2. Direct solutions with Tikhonov regularisation:
In an LS approach the task is to minimise the sum of squared residuals ‖R~x−~y‖2,
with ‖‖ being the Euclidean or L2 norm, which leads to the known oscillatory
behaviour. By adding a penalty term ‖G~x‖2 with a properly chosen Tikhonov
matrix G, preference can be given to desired properties of a solution. This is
called Tikhonov regularisation [53, 54], where various choices are possible for
the penalty term. If G is chosen to be a multiple of the identity matrix I as in
the original suggestion, then solutions with smaller L2 norms are preferred.

The iterative technique has been invented a couple of times and is known in op-
tics and astronomy under the name Lucy–Richardson deconvolution [55,56], where
it is used for the deblurring of images, e.g. of the Hubble Space Telescope, as-
suming the response matrix to be a point spread function. In a similar way it is
applied in medical tomography [57]. Within particle physics it has been re-derived
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from Bayesian reasoning without a particular assumption on R in Ref. [39] and is
known as D’Agostini iterative unfolding.5 The D’Agostini iterative approach, which
is the method of choice in most of the jet analyses presented in this work, is avail-
able within the software framework ROOUNFOLD [58] together with the matrix
inversion solution, or bin-by-bin correction factors that should be used only in the
simplest case with negligible bin-to-bin correlations. ROOUNFOLD provides two
possibilities to propagate the statistical uncertainty from the measurement through
the unfolding process, analytic error propagation or toy MC experiments. A term
missing from the original description of the analytic method [39] lead to an under-
estimation of the unfolded uncertainties caused by the fluctuations in data and has
been fixed in Ref. [58]. Another iterative method [59] is employed in some of the
ATLAS measurements, for example in the dijet mass and 3-jet cross sections, cf.
Refs. [19, 60].

Direct numerical methods to solve Eq. (3.32) often make use of the singular
value decomposition (SVD). Frequently, SVD is employed for crosschecking the
iterative approach, but it also figures as primary unfolding method for example in
event shape analyses [61, 62], cf. Section 6.6. For m ≥ n, R can be written as the
product R = USVT of an orthonormal (m×n)-matrix U, a diagonal (n×n)-matrix
S, and the transpose of a second orthonormal (n× n)-matrix V.6 The matrix S is
diagonal with non-negative so-called singular values σ j, j = 1, . . . ,n, which con-
ventionally are sorted in decreasing order. As a result the response is rewritten in
terms of an orthonormalised vector space with left- and right-singular vectors~u j,~v j
that appear as columns of matrices U and V, respectively, and that exhibit increas-
ing numbers of sign changes in their elements with increasing index number. The
singular values σ j therefore correspond to factors associated to oscillations with
frequencies that grow with the index j. Following Ref. [44] the product R~x can be
expressed via SVD as

R~x = USVT~x =
n

∑
j=1

σ j
(
~vT

j~x
)
~u j =~y , (3.34)

which demonstrates that contributions to~y are increasingly suppressed by factors σ j
that shrink with the index number j. The condition number of a matrix R is defined
as the ratio of the largest to the smallest singular value, i.e. with the current notation

cond(R) =
σ1

σn
, (3.35)

and is a measure of the sensitivity of the solution of the inverse problem to small
perturbations in the input data. Matrices with condition numbers of the order of unity
are said to be well-conditioned and their inverse can be computed to good accuracy.
Matrices with infinite condition number, i.e. at least one singular value equals zero,

5 Sometimes the iterative approach, although coinciding with a frequentist technique to compute
an ML estimator, is named Bayesian unfolding.
6 An orthonormal matrix A satisfies AAT = I.
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are not invertible and do not lead to stable or unique solutions for the corresponding
system of linear equations. In practice, the response matrix R is estimated from
MC simulations with limited precision in each element such that the σi are never
exactly zero and the condition number ranges from unity to arbitrarily high values
associated with ill-posed problems. As a rule of thumb one loses d digits in decimal
precision, if the matrix to invert has a condition number of 10d .

Assuming that all singular values are non-zero and applying the LS method to the
inversion problem formulated with the help of SVD, one can derive the LS estimate
for~x and its variance Cx to [44]:

~x = R+~y = VS−1 (UT~y
)
=

n

∑
j=1

1
σ j

(
~uT

j~y
)
~v j =

n

∑
j=1

(
c j

σ j

)
~v j and (3.36)

Cx = R+CyR+T = VS−2VT =
n

∑
j=1

(
1

σ2
j

)
~v j~vT

j , (3.37)

where the Fourier coefficients c j =~uT
j~y represent the transformed measurement. In

this form, it is demonstrated that small singular values σ j, associated to immea-
surable high-frequency oscillations, can dramatically enhance meaningless random
fluctuations of the measurement in the inversion procedure leading to large variances
proportional to 1/σ2

j .
A simple means based on SVD to avoid the build-up of nonphysical oscillations

is the truncation of the sum appearing in Eqs. (3.36) and (3.37) to only the first
p, p < n, terms. The difficulty lies in the choice of the cutoff p requiring a deci-
sion, which part of the singular values σ j to consider and which to ignore. A clear
step in size of the σ j might indicate, where to separate between measurable signal
reconstruction and noise amplification. Unfortunately, such a clear step usually is
not present, in which case sharp cutoffs between two singular values of similar size
are known to lead to the Gibbs phenomenon of provoking oscillating components
at discontinuities. A solution is to employ more elaborate regularisation prescrip-
tions than the truncation, which effectively lead to a continuous dampening of high-
frequency noise. The norm regularisation according to Tikhonov adds the penalty
term τ‖G~x‖2 to the quantity to be minimised following the LS method, where τ > 0
is an adjustable parameter setting the regularisation strength, and G = I. The norm-
regularised estimate of~x then becomes [44]:

~x =
n

∑
j=1

(
c j

σ j

)
ϕ j~v j with ϕ j =

σ2
j

σ2
j + τ

, (3.38)

with ϕ j representing the dampening filter for this case. For τ → 0 all filter factors
ϕ approach unity and the unregularised solution is recovered. For the index number
j, where τ ≈ σ2

j , an attenuation by 1/2 is reached with stronger dampening for
larger j. Penalty terms based on derivatives, particularly second ones, that delimit
the curvature of the unfolding solution, are popular, too, and lead to other shapes for
the filter factors.
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The ROOUNFOLD framework [58] comprises two incarnations of Tikhonov reg-
ularisation. The first one implements the SVD based method suggested in Ref. [63].
The second one is an interface to the TUNFOLD package [64], which can also be
used separately. Both provide error propagation and numerous additional options
and are in wide-spread use in the particle physics community.

3.6.2.3 Forward Smearing

All described methods require the estimated detector response matrix R as input
in addition to the data ~y with variances Cy. However, in particle physics it is very
time consuming to derive response matrices through the generation of MC events
as input to detailed detector simulations by the GEANT4 package [25]. In addition
to sparsely populated areas in R with corresponding large statistical uncertainties,
it is non-trivial to account for the residual differences in JER as described in the
previous section 3.6.1. A means to overcome these limitations is forward smearing,
which pursues the following strategy:

1. Generate huge amounts of pseudoevents for the considered observable such that
all relevant bins of the response matrix can sufficiently be filled.

2. Weight the generated events so that a theory prediction is reproduced. If the
theory prediction is available only in binned form, a smooth approximation, for
example by cubic splines, can be performed beforehand.

3. Estimate the resolution in the observable either from data directly, or from de-
tailed MC simulations, which potentially are modified to account for residual
differences between data and simulations

4. Smear the generated input events and fill the response matrix accordingly.
5. Perform closure tests by smearing and unfolding the known theory prediction

once with identical and once with statistically independent events. If feasible,
also compare to the unfolding result when filling the response matrix from a
simulation of the input theory. Check on a potential bias by cross-unfolding one
theory prediction with another.

6. Unfold the data and compute the respective covariance matrix that includes sta-
tistical uncertainties and correlations.

7. Check that the statistical uncertainties after unfolding are mostly larger than
before.

8. Estimate systematic uncertainties by varying the JER, parameters of the input
theory like PDFs, or the MC generators used in one of the previous steps.

This procedure permits to study and address several problems of unfolding like
insufficient amounts of simulated data, binning approximations, dependencies on
theory models and parameters, and potential related biases. Figure 3.26 shows for
example the corresponding response matrices as they were used for the inclusive
jet pT and dijet mass spectra of Ref. [20]. In both cases the matrices are almost
symmetric around the principal diagonal, as expected from the procedure, and more
than 50% of the jets respectively events stay within the same observable interval
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Fig. 3.26 Response matrices as used in the unfolding of the inclusive jet pT spectrum (left) and the
dijet mass spectrum (right) for jets within |y|< 0.5. The normalised event frequencies are given as
colour-coded percentages. (Taken from Ref. [20])

with some migrations between neighbouring bins. In combination with steep spectra
this leads nevertheless to a significant shift in the measured distribution, which is
addressed through the unfolding steps listed above.

Typical closure tests performed in such an unfolding setup are presented in
Fig. 3.27. If the same sample of events is used to construct the response matrix and
to serve as pseudodata, then the unfolding procedure must, apart from edge effects,
reproduce exactly the original distribution irrespective of the statistical precision as
shown in the top left panel. In case of statistically independent samples used for
the response and the pseudodata, agreement can be expected only within statistical
uncertainty as demonstrated by the panels top right for low and bottom left for high
accuracy. The last panel, bottom right, illustrates the size of the correction to antic-
ipate for the respective observable. For steeply falling spectra, symmetric smearing
effects always exaggerate the measurement towards large values of an observable
such that the required resolution correction leads to factors smaller than unity.

As an extension, multidimensional unfolding can be considered.7 Because of the
excellent angular resolutions of the detectors at the LHC, multidimensional unfold-
ing was rarely necessary for jet analyses so far. The impact of smearing in rapidity
was found to be negligible for inclusive jet measurements in studies performed be-
fore the start-up of the LHC [66]. This was most recently confirmed in Ref. [67] for
LHC Run 2. In Ref. [50] on dijet azimuthal decorrelation, a 2-dimensional unfolding
in pT and ∆φdijet, performed with the D’Agostini iterative method as implemented
in ROOUNFOLD, demonstrated that resolution effects in ∆φdijet can be neglected.
The same method was employed in Ref. [68] for dijet angular distributions binned
in dijet mass and χdijet = exp(|y1− y2|). Some impact was also observed for χdijet,

7 Depending on the employed software tools this may require additional steps like projecting all
n-dimensional bins onto one linear array.
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Fig. 3.27 Typical closure tests performed with an unfolding setup at the example of the inclusive
dijet cross section as a function of the average pT of the two leading pT jets labelled as HT,2/2.
Ratio of the unfolding result to the prediction for identical pseudoevents for the response matrix R
and pseudodata (top left), and for small (top right) and large (bottom left) samples of statistically
independent pseudoevents used for R and the pseudodata. The bottom right plot shows the ratio of
the unfolding result to a pseudomeasurement with realistic assumptions on available amounts of
data. (Adapted from plots courtesy of A. Kaur [65])

but mostly because of a reordering of the leading jets in pT caused by resolution
effects instead of migrations in |∆y|.

3.6.2.4 Regularisation Strength and Bias

A so far unsolved issue is the choice of the regularisation strength, i.e. the num-
ber of iterations or the value of τ in the discussed techniques. In some cases it is
possible, as described, to clearly separate the singular values of a response matrix
into physics-wise relevant and noise-related ones. Generally, however, more elabo-
rate objective criteria are necessary. Two possibilities, the L-curve [69] and corre-
lation minimisation are implemented in TUNFOLD. In the latter, either the average
or the maximal correlation as extracted from the covariance Cx are minimised with
respect to τ . Because a certain amount of correlation must be expected from the
regularisation, this criterion is not without problems and is strongly dependent on
the choice of binning with respect to the experimental resolution. A similar argu-
ment, i.e. the observation of a build-up of long-range correlations, can be used to
stop the D’Agostini iterative unfolding after a certain number of iterations. As an
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Fig. 3.28 Correlation matrices from the unfolding of a 3-jet mass spectrum at central rapidity with
the iterative D’Agostini method after four (left) and after six iterations (right). (Adapted from plots
courtesy of F. Stober [24])

example favouring four iterations, Figure 3.28 presents correlation matrices from a
study of 3-jet mass distributions. The same number of four was found in a χ2 test in
smeared space for inclusive jets at 13TeV [67] by studying the agreement between
uncorrected data and back-folded data as a function of the number of iterations. A
concern of this data-based criterion is the unknown influence of the statistical un-
certainty of the data. In a previous inclusive jet measurement [20] five iterations
were performed to assure that the statistical uncertainty in the unfolded distribution
is always larger than in the originally measured one, which is reasonable but not
mandatory in all circumstances. Related to the choice of the regularisation strength
is the characterisation of the ensuing regularisation bias in terms of an uncertainty.
This topic is part of current research in statistics [70–72] with the prospect of inter-
esting new insights to be expected from future developments.
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Chapter 4
Absolute Cross Sections

Absolute cross sections are the most fundamental measurements to be made in col-
lision experiments. They represent the proportionality constant between the lumi-
nosity characterising the performance of a particle accelerator and event count rates
in an experiment. As such they are subject to systematic effects originating from
the collider (luminosity) and the detectors (acceptances, efficiencies, calibrations,
resolutions). On the theory side, missing higher orders, imprecise knowledge of the
proton structure and the strong coupling constant as well as nonperturbative effects
have to be taken into account.

After introducing some basic terminology in the next section, Sections 4.2
and 4.3 present measurements of inclusive jet, dijet, and 3-jet cross sections. Sub-
sequently, the measurements are discussed in Sections 4.4 and 4.5 with respect to
their use in determining SM parameters like the strong coupling constant αS(MZ)
and the proton PDFs.

4.1 Cross-Section Terminology

The most basic measurement in collision experiments consists in counting the pro-
duced entities of interest, e.g. certain particle types or jets, and to categorise them
with respect to their kinematic quantities. Of course, the counts depend on the per-
formance of the respective particle collider, which is expressed in terms of its lumi-
nosity L. Measured reaction rates Ṅ are then connected via

Ṅ = L·σ (4.1)

to the underlying physical reaction, which is characterised by its cross section σ that
is independent of experimental conditions like the collider performance. Integrating
over a period of data taking, this can be written in terms of the integrated luminosity
Lint as

σ =
N
Lint

. (4.2)
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The measured cross section can now be compared to predictions of any adopted
theory, e.g. the Standard Model of particle physics and in particular QCD, as detailed
in Chapter 2. To make a kinematic dependence explicit, for example on a transverse
momentum pT, the differential form

dσ

dpT
=

1
ε ·Lint

· N
∆ pT

(4.3)

can be used, where ∆ pT represents the measurement interval in pT and the addi-
tional factor ε accounts for experimental inefficiencies.

Two further distinctions can be mentioned: First, if selected entities are counted
irrespective of everything else that is produced within the same event then the cross
section is inclusive. In contrast, exclusive cross sections set e.g. limits on the exis-
tence of further jets in an event, so-called jet vetoes. As a consequence, exclusive
cross sections are sensitive to all energy depositions or particles in an event and are
more difficult to treat experiment- and theory-wise. Therefore most cross sections
discussed in this book are of the inclusive type.

Secondly, if each entity, for example a jet, satisfying the selection criteria for
an analysis, is counted, then this is a jet cross section with two entries per event at
LO in pQCD. For comparison, the corresponding inclusive dijet cross section as a
function of the average pT of the two jets leading in pT receives only one entry per
event. As a consequence, at LO the inclusive jet cross section is twice as large as the
corresponding dijet event cross section. At the same time, since the two jets within
one event are not produced independently from each other, the statistical uncertainty
has to account for this correlation in jet cross sections as explained in Section 4.2.

4.2 Inclusive Jet Cross Section

The benchmark observable of jet physics is the inclusive jet production cross section
as a function of the jet pT and, if feasible, of the jet rapidity y. Measured jet yields
are transformed into a double-differential cross section via

d2σ

dpT dy
=

1
ε ·Lint

· Njets

∆ pT∆y
(4.4)

where Njets is the number of jets counted within a bin and corrected for detector
distortions, ε is the experimental efficiency, and ∆ pT and ∆y are the bin widths in
jet transverse momentum and rapidity. Since jets in pp or pp̄ collisions with equal
beam energies are symmetrically distributed in y, the binning is done in terms of the
absolute value |y|. In that case a factor of two has to be taken into account between
bin widths in y and |y|: ∆y = (2 ·∆ |y|).

The first measurement of inclusive jet production has been performed in 1982
by the UA2 Collaboration at the Spp̄S collider for a centre-of-mass energy of
540GeV [1]. The observed steep decrease of the jet pT spectrum proportional to
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p−n
T with n ≈ 4–6 was correctly predicted by theory at LO [2]. Firm conclusions

on the absolute normalisation, however, were not possible because of large ex-
perimental and theoretical uncertainties, and lack of a well-defined jet algorithm,
cf. Section 2.5. Further measurements have been conducted by experiments at the
Spp̄S, Tevatron, and RHIC colliders at pp or pp̄ centre-of-mass energies of 540,
546, and 630GeV [3–5], at 546GeV, 630GeV, 1.8TeV, and 1.96TeV [6–12], and
at 200GeV [13], respectively. Figure 4.1 gives an overview of data-theory com-
parisons for various inclusive jet measurements in pp̄ and pp collisions, including
first results from the LHC, and in deep-inelastic scattering. It is demonstrated that,
within uncertainties, pQCD at NLO adequately describes a huge range of inclusive
jet measurements from diverse experiments, processes, and at various centre-of-
mass energies.

At the LHC, inclusive jet cross sections have been determined at 2.76 and 7TeV
centre-of-mass energies by the ALICE [16], ATLAS [17–20], and CMS Collabora-
tions [21–25]. Analyses of the data taken in 2012 at

√
s = 8TeV are still ongoing.

All experiments employ the collinear- and infrared-safe anti-kt jet algorithm [26]
as implemented in the FASTJET package [27], cf. Section 2.5, but with different jet
sizes of R = 0.2 and 0.4, 0.4 and 0.6, and 0.5, 0.7 for ALICE, ATLAS, and CMS,
respectively. Concentrating on the latest results at

√
s = 7TeV, ATLAS and CMS

have published the inclusive jet cross sections for their respective choices of jet
sizes double-differentially in jet pT and |y| [20, 23, 24]. The binning in pT approxi-
mately follows the jet pT resolution and ranges from 100GeV (CMS: 60GeV) up to
2TeV, while in rapidity equally-sized bins of ∆ |y| = 0.5 up to |y| = 3.0 have been
chosen. Both collaborations have evaluated the full 2011 data set corresponding to
4.5fb−1 (ATLAS) and 5.0fb−1 (CMS) of integrated luminosity. The jet detection
efficiencies ε differ by less than 1% from full efficiency and are compatible with
100% within uncertainties—in contrast to first measurements at the Spp̄S collider
with ε > 80–90% only.

Figure 4.2 presents these double-differential cross sections on the left from AT-
LAS together with predictions at NLO complemented with NP and EW corrections
and on the right from CMS compared to particle-level predictions of POWHEG NLO
matched to the PS of PYTHIA6 with tune Z2* [28], also multiplied by EW factors
according to Eq. 4.6. In both cases, the data are well described by the theory over
nine orders of magnitude in cross section and two orders of magnitude in jet pT.

The most complicated experimental tasks consist of calibrating the jet energy
scale and unfolding effects of the jet energy resolution and detector inefficiencies as
described in Sections 3.4–3.6.2. The dominating source of experimental systematic
uncertainty is the JEC which is known to about 2–4% precision depending on jet
pT and pseudorapidity η . Because of the steep slope of the pT spectrum ∝ p−5

T this
translates into an uncertainty on the cross section of 10–20%. When reaching the
limit of kinematically accessible phase space, for example at higher rapidity, this
effect becomes even worse. The second largest uncertainty is caused by the JER,
which smears out the jet pT on top of this steep spectrum and leads to a significant
overestimation of the cross section because more jets migrate upwards in pT than
downwards. In both experiments this is corrected by iterative unfolding methods
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Fig. 4.1 Overview of data over theory comparisons for inclusive jet production as a function of jet
pT in hadron-hadron collisions and in deep-inelastic scattering at various centre-of-mass energies.
The NLO predictions have been computed using the MSTW2008 PDFs [14]. (Taken from Ref. [15])

based on detector response matrices. Examples of such response matrices, exhibit-
ing limited off-diagonal smearing, have been presented previously in the unfolding
Section 3.26. Imprecise knowledge of the exact detector smearing properties, dif-
ferences between data and simulations, and choices for the physics models in the
simulations imply the resulting JER or unfolding uncertainty.

Finally, the limited accuracy of the luminosity determination induces a normali-
sation uncertainty of 1.8% for ATLAS and 2.2% for CMS. Other sources of system-
atic effects like trigger and selection efficiencies or angular resolutions contribute
only a small fraction to the total uncertainty. Figure 4.3 shows the size of these



4.2 Inclusive Jet Cross Section 117

 [GeV]
T

p
210 310

 [p
b/

G
eV

]
y

 d
T

p
/dσ2 d

-2010

-1710

-1410

-1110

-810

-510

-210

10

410

710

1010
ATLAS

=7 TeVs,   -1 dt=4.5 fbL ∫
=0.6R jets,  tanti-k

uncertainties
Systematic

 EW corr.×Non-pert. corr. 
×NLOJET++ (CT10) 

)0 10×| < 0.5 (y|

)-3 10×| < 1.0 (y |≤0.5 

)-6 10×| < 1.5 (y |≤1.0 

)-9 10×| < 2.0 (y |≤1.5 

)-12 10×| < 2.5 (y |≤2.0 

)-15 10×| < 3.0 (y |≤2.5 

 (GeV)
T

Jet p

210×2 310 310×2

dy
 (

pb
/G

eV
)

T
/d

p
σ2 d

-710

-510

-310

-110

10

310

510

710

910

1110

1310
POWHEG+Pythia6 (Z2*) x EW

)4|y| <0.5 (x 10
)3 |y| < 1.0 (x 10≤0.5 
)2 |y| < 1.5 (x 10≤1.0 
)1 |y| < 2.0 (x 10≤1.5 
)0 |y| < 2.5 (x 10≤2.0 

 R = 0.7Tanti-k

CMS  (7 TeV)-15.0 fb

Fig. 4.2 Double-differential inclusive jet cross section at
√

s = 7TeV from ATLAS in comparison
to predictions at NLO complemented with NP and EW corrections (left), and from CMS com-
pared to POWHEG NLO + PYTHIA6 PS and tune Z2*, also multiplied by EW factors. (Taken from
Refs. [20, 29])

uncertainties for CMS at small rapidity |y| < 0.5 (left), and for ATLAS at medium
rapidity 1.5≤ |y|< 2.0 (right). Evidently, the detector understanding is best at small
rapidity, i.e. perpendicular to the beam directions, and slowly deteriorates, especially
for the JER, towards smaller angles with respect to the beams. At similar angles AT-
LAS and CMS perform comparably.

Statistical uncertainties are important at the highest accessible pT’s, but may as
well contribute significantly to the total uncertainty at small transverse momenta
because of trigger pre-scales, cf. Section 3.3. In addition, for the particular case of
the inclusive jet cross section the correlated production of jets within the same event
has to be accounted for. This can be achieved by including this correlation into the
propagation of uncertainties via pseudo-experiments in the unfolding procedure as
done by ATLAS [20], or by means of an explicit correction like in CMS [23] with

estat =
√

(4−3 f )/(2− f ) ·
√

Njets (4.5)

instead of simply estat =
√

Njets. Here, f = N1/Nev is the fraction of events that
contribute one jet to a given bin. The formula is valid as long as the number of
events that contribute more than two jets to a bin is negligible.

On the theory side the process of inclusive jet production, whose cross section
is proportional to α2

S at LO, is calculated up to NLO using NLOJET++ [30, 31].
For the derivation of the associated theoretical uncertainties, fast re-evaluation tech-
niques [32, 33] for different choices of scales, PDFs, or values of αS(MZ) are em-
ployed.

The central scale chosen by ATLAS is pT,max, while CMS prefers pT,jet. The scale
uncertainties, often found to be asymmetric, are estimated following the six-point
variation of the µr and µ f scale factors as described in Section 2.6.1, and range from
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5–30%. PDF uncertainties are evaluated according to the respective prescriptions of
the PDF groups, cf. Table 2.1 and Section 2.6.2. They become more important,
when either very large or very small parton momentum fractions x of the proton are
probed, i.e. at large jet pT or at high rapidity |y|, where they can reach values of
50% or more. The development of elaborate techniques to determine PDFs includ-
ing uncertainty estimates over the last 20 years constitutes a substantial progress.
The observation of an excess of jet production at high pT by the CDF Collaboration
in 1996 [34], when PDF uncertainty estimates did not exist, triggered many spec-
ulations with respect to new phenomena. Finally, the excess could be remedied by
adaptations in the gluon PDF [35]. To test the compatibility between data and theory,
the limited precision of αS(MZ) has to be considered leading to a roughly constant
additional uncertainty of 2–4%. Figure 4.4 gives an overview of these uncertainties
for small rapidity from CMS (left) and ATLAS (right).

Because fixed-order predictions are at parton-level only, one has to apply cor-
rections for the non-perturbative effects of MPI and hadronisation. Habitually, they
are estimated from the ratio of distributions for fully hadronised events over the dis-
tributions with MPI and hadronisation switched off in the respective LO+PS MC
event generators. An envelope is constructed around the predictions by different
event generators with various tunes to derive a medium correction and to attribute
a systematic uncertainty of half-width of the spread to this factor. Figure 4.5 left
displays the NP correction with uncertainty at small rapidity for the ATLAS analy-
sis. As expected the NP effects are negligible for high transverse momenta, but can
become significant for pT,jet < 300GeV. Because the pT dependence of the vari-
ous effects of PS, MPI, and hadronisation differs as detailed in Section 2.4, the NP
corrections are sensitive to the choice of jet algorithm and jet size.

For jet pT’s exceeding 1TeV, EW corrections comprising tree-level effects of
O
(
ααS,α

2
)

and loop effects of O
(
αα2

S

)
get increasingly important, cf. Sec-

tion2.3.2. Following Refs. [36, 37] the EW corrections have been applied as factors
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to the NLO QCD prediction. Hence, a cross section differential in some observable
X is written as

dσ

dX =
dσ

dXQCD
·
[
1+δ

NLO
W (X )

]
, (4.6)

where δ NLO
W (X ) is the relative EW correction and purely photonic corrections

dσ/dXγ have been neglected. The result shown in Fig. 4.5 right has been calculated
by the authors of Ref. [37] for the phase space of the ATLAS measurement. Neg-
ligible below pT’s of ≈ 800GeV, the EW corrections attain values of 13% or more
beyond 1TeV and are much more pronounced at small rapidity. Since fast interpola-
tion techniques for different choices of PDFs or scales as explained in Section 2.6.5
have not yet been interfaced to the EW calculations, the factors are currently ap-
plied without attributing appropriate uncertainties, which is acceptable as long as
the factors are small.

Putting everything together and including correlations in the uncertainties, one
can now test the compatibility between data and theory. For a visual impression
one can look at Fig. 4.6 left, where the ratio of theory over data is shown for three
different PDF sets entering the fixed-order calculations and for rapidities up to |y|=
1.5. All predictions seem to agree with the data within uncertainties. In contrast,
this is not anymore the case when using the ABM11-NLO PDF set, which for small
rapidities systematically underestimates the cross section as demonstrated in Fig. 11
of Ref. [20]. The final judgement, however, requires a quantitative comparison as
performed by ATLAS using a generalised χ2 test that is described in [38]. As a
result, cf. Tables 1 and 2 of Ref. [20], all PDF sets investigated by ATLAS lead
to a good description of the measurements except for the ABM11-NLO set, which
fails for rapidities below 1.5, and HERAPDF1.5-NLO, which exhibits deviations
for |y|< 1.0, but only for the larger jet size of R = 0.6.

Figure 4.6 right displays the same ratio to ATLAS data, but this time from pre-
dictions of POWHEG [39, 40] at NLO matched to the parton showering and hadro-
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nisation model of PYTHIA6 [41], similar as in Fig. 4.2 right for CMS. POWHEG
+PYTHIA6 agree with the data for both examined tunes. In principle, the combina-
tion of NLO predictions with PS promises to describe a wider range of observables
and phase space. However, the crosstalk between the tuning of NP parameters of
the LO+PS MC event generators and the NLO+PS matching, and the yet unclear
situation how systematic uncertainties are to be determined for the matched predic-
tions, prevents quantitative statements. Establishing NLO+PS matched calculations
for future improved pQCD predictions is under active development.
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4.3 Inclusive Dijet and 3-Jet Cross Sections

The simplest jet production process corresponds to a 2→ 2 reaction with the two
outgoing partons fragmenting into a pair of jets. Of course, these two jets are kine-
matically correlated and in particularly balanced in pT—a fact that is largely ignored
in the inclusive jet cross section. To account for such correlations, the inclusive dijet
production cross section is defined as a function of the kinematic properties of the
two jets leading in pT in an event. An obvious choice for one such quantity is the
dijet mass, implicitly defined through M2

jj = (p1 + p2)
2, where p1 and p2 are the

four-momenta of the two leading pT jets. The resonant production of new particles
that show up as jet pairs in the final state would appear as bumps in the invariant
mass distribution on top of the QCD prediction.

Furthermore, assuming massless partons and ignoring any initial parton pT
within the colliding hadrons, the parton fractional momenta x1 and x2 can be re-
lated at LO to the two emerging jets by means of four-momentum conservation to

x1 =
xT

2
(ey1 + ey2) and x2 =

xT

2
(
e−y1 + e−y2

)
, (4.7)

where xT = 2pT/
√

s = pT/Ebeam and y1, y2 are the rapidities of the two jets.
Two definitions are conventionally used for a second, rapidity-related kinematic

quantity that provides a separation of the phase space into exclusive bins. The AT-
LAS Collaboration characterises the dijet system in terms of half of the rapidity
separation of the two jets leading in pT: y∗= |y1−y2|/2. y∗ is a longitudinally boost-
invariant quantity and corresponds to the rapidity of the leading jet in the two-parton
centre-of-mass frame, where it can be written in terms of the polar scattering angle
θ ∗ with respect to the beam axis as:

y∗ =
1
2

ln
(

1+ |cosθ ∗|
1−|cosθ ∗|

)
. (4.8)

For a 2→ 2 process the numbering of the two outgoing partons (or jets) is arbitrary,
if parton flavours are ignored. Therefore it is always possible to attribute labels such
that y1 ≥ y2. In that case θ ∗, defined with respect to parton 1, is restricted to the
interval [0,π/2] and cosθ ∗ ∈ [0,1]. The second jet appears at −y∗ in the opposite
direction. The absolute values in the definition of y∗ and in Eq. (4.8) can then be
omitted. Expressing the dijet mass in terms of the jet pT and y∗, Mjj = 2pT coshy∗,
the double-differential cross section reads:

d2σ

dMjj dy∗
=

1
ε ·Lint

· N
∆Mjj∆y∗

, (4.9)

where Lint is again the integrated luminosity and ε the experimental efficiency. N is
the number of events counted within a bin of Mjj and y∗.

Defining in addition the boost of the centre-of-mass system versus the laboratory
system, yb = (y1 + y2)/2, the parton fractional momenta can be rewritten to
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x1 = xTeyb coshy∗ , x2 = xTe−yb coshy∗ giving yb =
1
2

ln
x1

x2
. (4.10)

CMS, in contrast, employs the larger of the two absolute rapidities of the two jets,
which is not longitudinally boost-invariant, but has the advantage of maintaining a
closer relation to where the jets are localised in the detector. Defining ymax as the
signed quantity

ymax = sign(|max(y1,y2)|− |min(y1,y2)|) ·max(|y1|, |y2|) , (4.11)

the double-differential cross section for the CMS case can be written in a way similar
to the inclusive jet cross section, d2σ/dpT dy, including a factor of 2 for rapidity bin
widths in terms of |ymax| instead of |y|:

d2σ

dMjj dymax
=

1
ε ·Lint

· N
∆Mjj(2∆ |y|max)

. (4.12)

The absolute value of ymax is equal to the maximum |y| of the two leading jets
denoted |y|max.

As in the case of the inclusive jet cross section, the LO for the inclusive dijet
production is proportional to α2

S . Requiring a third jet in the final state, the power of
the leading term in the perturbative expansion is incremented by one and the cross
section becomes proportional to α3

S . For CMS, the kinematic definitions of Mjj and
ymax can simply be extended to give the 3-jet mass, m3, and the maximal rapidity
ymax respectively |y|max, which are then derived from the four-momenta pi and the
rapidities yi of the ith jet of the three jets leading in pT. The rapidity separation as
used by ATLAS is modified for 3-jet production to:1

Y ∗ = |y1− y2|+ |y2− y3|+ |y1− y3| . (4.13)

Measurements of dijet cross sections as a function of dijet mass have been per-
formed by the UA2 Collaboration at the Spp̄S collider [1], by AFS at the ISR [42],
and by the CDF and D0 collaborations at the Tevatron [43–46]. Alternatively, di-
jet events have also been studied triple-differentially in transverse energy, and the
pseudorapidities η1 and η2 of the two leading jets [47, 48]. This might even better
exploit the available information with respect to constraints on the proton PDFs and
notably the gluon. However, care has to be taken, because ordering the jets, which
are balanced in pT at LO, and labelling their rapidities accordingly is not infrared-
safe as explained in [49, 50]. Only quantities are permitted that remain unaltered
when jet 1 and jet 2 are exchanged, for example because of the emission of a soft
gluon. As a solution both jet orderings can be accepted as suggested in [49], or one
can use y∗ and yb instead as done in [51]. Measurements at the LHC so far have been
reported for 7TeV centre-of-mass energy as a function of dijet mass and either y∗

or ymax by the ATLAS and CMS collaborations [17, 18, 23, 38, 52]. The first two of

1 ATLAS unnecessarily is using the absolute value of Y ∗, which will be avoided here.
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Fig. 4.7 Double-differential inclusive dijet cross section at
√

s = 7TeV as a function of dijet mass
(m12, Mjj) and rapidity separation y∗ (left) or maximal absolute rapidity ymax (right) in comparison
to predictions at NLO complemented with NP corrections. The theory for ATLAS in the left plot
also accounts for EW effects. (Taken from Refs. [23, 38])

these publications evaluate the complete data sets recorded in 2011, which amount
to 4.5fb−1 of integrated luminosity for ATLAS and 5.0fb−1 for CMS.

Figure 4.7 presents the double-differential inclusive dijet cross sections on the
left for the more recent ATLAS publication together with predictions at NLO com-
plemented with NP and EW corrections and on the right for CMS without EW
corrections that were not yet available at the time of publication. Again, the data
are well described by theory over eight orders of magnitude in cross section, over
a large range in dijet mass, and up to jet rapidities of 3. For triggering purposes,
minimal jet pT thresholds of 100GeV (60GeV) and 50GeV (30GeV) are imposed
on the leading (subleading) jet by ATLAS and CMS respectively. Both experiments
employ single-jet triggers as for the inclusive jet cross section and ensure close
to full efficiency within the analysed dijet mass phase space. By using a two-jet
trigger strategy combining signals for both leading jets, ATLAS gains about 10%
in amount of data compared to single-jet triggering for the leading jet alone and
thereby reduces losses caused by trigger pre-scales.

Experimental systematic uncertainties are largely dominated by the JEC as
shown for CMS in Fig. 4.8 left and amount to 5–8% up to 2TeV in dijet mass at
small rapidity. In this region, theoretical systematic uncertainties, which are dom-
inated by NP effects for small and by scale as well as PDF uncertainties for large
dijet masses, cf. 4.8 right, exceed the experimental ones so that parameters of the
theory might be constrained. For masses beyond 2TeV, measurements become less
accurate.

In the CMS analysis the QCD scales µr and µ f have been chosen to be the aver-
age pT of the leading two jets, 〈pT1,2〉, leading to the scale uncertainties discussed
above. For the y∗ based phase-space separation, ATLAS tried to employ the same
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scale as they use for inclusive jets, i.e. pT,max. However, with this choice the cross
sections evaluate to negative values for the larger y∗ intervals. Motivated by a dis-
cussion in [53], ATLAS chooses bins in

µ = µr = µ f = pT,max · e(0.3·y
∗) (4.14)

as scale, which follows from a comparison to (twice) the original suggestion in [53]:

µ = µr = µ f =
Mjj

2
· 1

2 · cosh(0.7 · y∗) . (4.15)

With this definition the dijet cross sections remain positive at large y∗ even for the
usual scale variations by factors of 1/2 and 2.

Although dijet masses of 200GeV and beyond are investigated, NP corrections
and associated uncertainties can be large, because they scale with jet pT. In Fig. 4.9
left the NP correction as derived by ATLAS reaches 10% at a dijet mass of 600GeV
for a jet size of R = 0.6. For CMS with smaller minimal jet pT’s and a larger jet
size of R = 0.7 this correction even rises up to 20% at Mjj = 200GeV. However, a
sizeable correction does not necessarily mean a sizeable uncertainty, as can be seen
from a comparison between the NP corrections for dijet mass events with R = 0.6
and R = 0.4. Although being less susceptible to MPI effects because of the smaller
jet size, the NP uncertainty nevertheless is larger in the case of the smaller jet cone.

Finally, Fig. 4.9 right demonstrates that EW effects get increasingly relevant for
dijet masses beyond 2TeV and small rapidity separations y∗ between the two leading
jets. It is not known yet how they behave exactly for a phase space binning in ymax
instead, but since small |y|max automatically induces a small y∗ one can expect them
to be of a similar size.

Advancing to 3-jet production, previously measured by the D0 Collaboration [54],
the data presented here were recorded during the 2011 data-taking period at 7TeV
centre-of-mass energy and correspond to an integrated luminosity of 4.5 (5.0) fb−1

for ATLAS [55] and CMS [56], respectively. For ATLAS, minimal pT thresholds
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Fig. 4.9 NP and EW corrections as a function of dijet mass m12 from ATLAS. The NP factors are
shown for the two jet sizes R = 0.4 and R = 0.6 of the anti-kt jet algorithm at medium y∗ between
1.0 and 1.5. The EW corrections by the authors of Ref. [37] are presented for R = 0.6 and three
ranges in y∗ up to y∗ = 1.5. (Taken from Ref. [38])

of 150, 100, and 50GeV are imposed on the three leading jets up to y = 3.0, while
CMS requires the same minimal value of 100GeV for each of the three jets up to
|y|max = 2.0. Figure 4.10 left displays the double-differential cross section as a func-
tion of mjjj and Y ∗ from ATLAS in comparison to NLO predictions computed with
NLOJET++ [30, 31] and based on the CT10-NLO PDF set [57]. Within uncertain-
ties agreement is observed similarly as for the CMS measurement with bins in ymax,
where for better visibility the ratio of data to theory is shown on the right of Fig. 4.10
for various PDF sets. Only the ABM11-NLO PDF set [58] predicts somewhat too
small cross sections, potentially caused by its smaller gluon density compared to the
alternative PDF sets and visible also for other jet cross sections.

Lacking any significant deviations, in particular the CMS measurement within
|y|max < 1.0 can be used to set limits on the mass of gluophilic Z′ bosons. The
associated Z′ production mode investigated in Ref. [59] requires a third jet from
ISR such that nonresonant deviations are expected from SM predictions of the 3-jet
mass distribution.

The triggering of 3-jet events is more involved. ATLAS determines trigger effi-
ciencies as a function of mjjj in each bin of Y ∗ using an unbiased sample of events
collected with the trigger for a jet pT threshold of 30GeV. This trigger is fully effi-
cient in events with a leading jet passing the 3-jet analysis requirements. Within each
Y ∗ bin, the range in 3-jet mass is divided into subranges, each of which is associated
to one more than 99% efficient single-jet trigger. For CMS, the single-jet triggers
define mutually exclusive regions in leading jet pT, in which each respective trigger
is more than 99% efficient. The final 3-jet mass spectrum is obtained by summing
the spectra measured with the different triggers while taking trigger pre-scale fac-
tors into account. In the inner rapidity region, most single-jet triggers contribute up
to 50% of the final event yield, with the exception of the two triggers with the lowest
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√
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NLO theory for a maximal absolute rapidity of ymax < 1 from CMS (right). In both cases, pQCD
predictions are derived for the CT10-NLO PDF set and complemented with NP corrections. In the
right plot, alternative PDF sets are employed as well. (Taken from Refs. [55, 56])

and highest threshold, which contribute up to 80 and 100% respectively. In the outer
rapidity region, each jet trigger contributes over a large range of 3-jet masses around
25% to the measurement, again except for the lowest and highest threshold triggers.

For the phase space division with Y ∗, the JEC in ATLAS is by far the dominant
source of experimental uncertainty ranging from 8% up to 26% in the Y ∗ < 2.0 bin
as shown in Fig. 4.11 left. In case of the CMS analysis, cf. Fig. 4.11 right, JER and
statistical uncertainties, convolved through the unfolding procedure, have a larger
share of the total experimental uncertainty and dominate even at the smallest and
largest 3-jet masses. The total experimental uncertainties between ATLAS and CMS
are of comparable size as are the theoretical ones, which are presented in Fig. 4.12.
Here, the renormalisation and factorisation scales have been set to the 3-jet mass by
ATLAS and half the 3-jet mass by CMS.

Up to now NP corrections have been derived with the help of the “LO+PS” MC
event generators PYTHIA6, PYTHIA8, and HERWIG++. For 3-jet production, how-
ever, these programs have not even LO accuracy. The third jet always originates
either from the PS or, worse, from MPI. Therefore, CMS evaluates the NP correc-
tions and their uncertainty employing the multi-jet improved MC event generators
MADGRAPH5 +PYTHIA6 and SHERPA instead. The result for both ymax regions is
shown in Fig. 4.13 right. Because NP factors depend on jet pT and only indirectly
on 3-jet mass and |y|max, the function used to fit this dependence is different from
the usual shape as given by Eq. (2.38). Instead, a logistic function

f (x) = 1+
p0−1

(
1+ log(x)

p2
p1

) p3
p2

(4.16)
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is employed that better adapts to a plateau region at small m3, particularly for the
outer |y|max region. The contribution of events with low pT jets to this phase space
region is limited not because of 3-jet mass, but by the minimal pT of 100GeV re-
quired for each of the three leading jets. In contrast, ATLAS derives the NP correc-
tion and uncertainty the usual way, which is doubtful in the context of 3-jet produc-
tion. The ensuing rather small average corrections are displayed in Fig. 4.13 left.
EW corrections to 3-jet observables have not yet been calculated.
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4.4 Determination of the Strong Coupling Constant

Since jet cross sections depend directly on the strong coupling constant, they can be
used to determine the parameter αS(MZ) from a comparison to data as reported by
the CMS Collaboration considering the inclusive jet and the 3-jet cross sections for
this purpose [29, 56]. The influence of other theory parameters like PDFs, notably
the less known gluon PDF, has to be taken into account. To delimit unknowns, the
choice of PDF sets therefore is restricted to global sets that fit data from different
experiments, such that only the most precisely known gluon distributions are em-
ployed. In a more complete ansatz, combined fits of αS(MZ) and the gluon PDF of
the proton can be performed. This is explored to some extent in Section 4.5. Here,
the correlation between αS(MZ) and PDFs is considered by using series of PDF
sets, where each set has been fitted to data for a different assumption on the value
of αS(MZ). Table 2.1 lists i.a. the available PDF sets typically used in LHC Run 1
analyses together with the preferred value of αS(MZ) and the available ranges with
additional choices for αS(MZ), where the step size from lowest to highest value
is 0.001. HERAPDF1.5, which is restricted to HERA data as input alone, is not a
global PDF set and therefore excluded from the following.

Figure 4.14 left demonstrates the sensitivity of the inclusive jet cross section
to αS(MZ) by comparing the ratio of the data to theory at NLO for the series of
PDFs from CT10-NLO with assumptions on αS(MZ) ranging from 0.112 to 0.128.
The line at unity corresponds to the ratio for the central αS(MZ) of 0.118 for this
PDF set. Within uncertainties the data predominantly follow the prediction for one
particular value of αS(MZ) with some systematic deviations visible at high jet pT,
where the measurements become less accurate. A similar picture emerges for the
3-jet cross section or for other regions in rapidity. Other PDF sets like MSTW2008-
NLO or NNPDF2.1-NLO also give satisfactory theoretical descriptions of the data
with slight variations in sensitivity and shape. The ABM11-NLO set though leads
to QCD predictions significantly different in shape to both examined measurements
and therefore is excluded from further consideration. This situation might be im-
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proved, once NNLO theory becomes available that could remedy the lower gluon
PDF present in ABM11-NLO compared to the other sets.

The fitting procedure to extract the value of αS(MZ) minimises the χ2 between
the N measurements Di and the theoretical predictions Ti. The χ2 is defined as in
Eq. (3.18) to

χ
2 =

N

∑
i, j=1

(Di−Ti)C−1
i j (D j−Tj) , (4.17)

where the covariance matrix Ci j is composed of the following terms:

C = covunf+stat+covuncor+

(
∑

sources
covJEC

)
+ covlumi+covPDF , (4.18)

which represent

1. covunf+stat: statistical and unfolding uncertainty including correlations induced
through unfolding;

2. covuncor: uncorrelated systematic uncertainty summing up small residual effects
such as trigger and identification inefficiencies, time dependence of the jet pT
resolution, or the uncertainty on the trigger pre-scale factor;

3. covJECsources: systematic uncertainty for each JEC uncertainty source;
4. covlumi: luminosity uncertainty; and
5. covPDF: PDF uncertainty.

The first four sources constitute the experimental uncertainty. The JEC and lu-
minosity uncertainty are treated as fully correlated across the whole phase space,
where for the JEC uncertainty the procedure recommended in Ref. [29] is applied.
To avoid the statistical bias that arises from uncertainty estimations taken from
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data [60–62], these fully correlated sources are assumed to be multiplicative. The
derivation of PDF uncertainties follows prescriptions for each individual PDF set,
cf. Section 2.6.2. As usual, the uncertainty of a result for αS(MZ) from a χ2 fit is
obtained from the αS(MZ) values for which the χ2 is increased by one with respect
to the minimum value. An example of such a fit is presented in Fig. 4.14, where
points in-between the available steps in αS(MZ) are interpolated by a second-degree
polynomial fit of the χ2 curve.

The uncertainty in αS(MZ) due to the NP uncertainties is evaluated by looking
for maximal offsets from a default fit. The theoretical prediction T is varied by the
NP uncertainty ∆NP as T ·NP→ T · (NP±∆NP). The fitting procedure is repeated
for these variations, and the deviation from the central αS(MZ) values is considered
as the uncertainty in αS(MZ).

Finally, the uncertainty due to the variation of the renormalisation and factori-
sation scales is evaluated by applying the same method as for the NP corrections:
µr and µ f are varied from the default choice µ0 of µr = µ f = pT (inclusive jets)
or µr = µ f = m3/2 (3-jet mass) between µ0/2 and 2µ0 in the following six com-
binations: (µr/µ0,µ f /µ0) = (1/2,1/2), (1/2,1), (1,1/2), (1,2), (2,1), and (2,2).
The two extreme combinations of (1/2,2) and (2,1/2) with relative factors of 4
between µr and µ f are not considered following the discussion in Ref. [63]. The
χ2 minimisation with respect to αS(MZ) is repeated in each case. The contribution
from the µr and µ f scale variations to the uncertainty is evaluated by considering
the maximal upwards and downwards deviation of αS(MZ) from the central result.

The capability of the FASTNLO framework described in Section 2.6.5 permits
to replace the αS(MZ) value and the αS(Q) evolution of a PDF set by alternative
choices. Although this technique does not replace a dedicated fit of PDFs for a
particular αS(MZ) value, because correlations are neglected, it provides a better-
founded estimate of a cross section in the vicinity of an available point of αS(MZ)
than a simple polynomial fit of the χ2 curve. As long as only interpolations are
concerned, differences between the two approaches are found to be negligible. It is
observed, however, that offset fits for the evaluation of scale uncertainties might
require wider ranges in αS(MZ) points than available for a PDF set. Extrapola-
tions based solely on a polynomial fit become doubtful when leaving the region
of available αS(MZ) points, since they rely on information from inside that region
alone. By using FASTNLO, limited extrapolations outside this region at least ac-
count for changes in αS(MZ) directly and are accepted within the described analyses
if necessary for uncertainty evaluations up to a limit of |∆αS(MZ)|= 0.003. Within
FASTNLO the αS(Q) evolution code of the HOPPET toolkit [64] (inclusive jets)
or the Glück–Reya–Vogt formula (GRV) [65] (3-jet mass) are used at two-loop or-
der as appropriate for a calculation at NLO. The procedure has been cross-checked
using the original αS(Q) grid of each PDF within LHAPDF and with the evolution
code of RUNDEC [66, 67].

Table 4.1 reports the results for αS(MZ) from the inclusive jet or the 3-jet pro-
duction cross sections exploiting the complete measured phase space in rapidity us-
ing the CT10-NLO, MSTW2008-NLO, and NNPDF2.1-NLO PDF sets. For fits of
αS(MZ) from 3-jet production, the very low m3 region is unsuited because of kine-
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Table 4.1 Determination of αS(MZ) for the whole measured rapidity range from the inclusive jet
cross section (upper three rows) [29] and from the 3-jet mass cross section (lower two rows) [56]
using the CT10, MSTW2008, or NNPDF2.1 PDF sets with NLO evolution.

PDF set αS(MZ)def χ2/ndof αS(MZ) ±(exp) ±(NP) ±(PDF) ±(scale)

CT10-NLO 0.1180 104.1/132 0.1185 0.0019 0.0004 0.0028 +0.0053
−0.0024

MSTW2008-NLO 0.1202 107.9/132 0.1159 0.0012 0.0001 0.0014 +0.0024
−0.0030

NNPDF2.1-NLO 0.1190 103.5/132 0.1150 0.0015 0.0003 0.0024 +0.0025
−0.0025

CT10-NLO 0.1180 47.2/45 0.1171 0.0013 0.0008 0.0024 +0.0069
−0.0040

MSTW2008-NLO 0.1202 52.8/45 0.1155 +0.0014
−0.0013

+0.0008
−0.0009

+0.0014
−0.0015

+0.0105
−0.0029

matic constraints through minimal jet pT requirements. Close to phase space bound-
aries fixed-order pQCD calculations might be insufficient and resummations might
be needed. Therefore, only m3 bins beyond the maximum of the 3-jet mass cross
section in the outer |y|max bin at around 664GeV are considered. Also, the range in
values available for αS(MZ) is not wide enough to reliably estimate the scale uncer-
tainty for the fit of predictions with the NNPDF2.1-NLO PDFs to 3-jet production
cross sections. Within experimental uncertainties all results are compatible. Theo-
retical uncertainties are much larger than experimental ones and are dominated by
scale variations emphasising the need for NNLO calculations. The CT10-NLO PDF
set is chosen for the main result for two reasons: The range in available αS(MZ) val-
ues is wide enough to evaluate almost all scale variations within this range, and the
value of αS(MZ) preferred by the CMS jet data is rather close to the default value of
this PDF set making the fitting setup as consistent as possible. The final results then
read:

αS(MZ) = 0.1185±0.0019(exp)±0.0004(NP)±0.0028(PDF)+0.0053
−0.0024 (scale)

= 0.1185±0.0034(all except scale)+0.0053
−0.0024 (scale)

= 0.1185+0.0063
−0.0042 (inclusive jets) ,

αS(MZ) = 0.1171±0.0013(exp)±0.0008(NP)±0.0024(PDF)+0.0069
−0.0040 (scale)

= 0.1171±0.0028(all except scale)+0.0069
−0.0040 (scale)

= 0.1171+0.0074
−0.0049 (3-jet mass) ,

(4.19)

where experimental, NP, PDF, and scale uncertainties have been added quadratically
to give the total uncertainty. These results are in agreement with the world average
value of αS(MZ) = 0.1185± 0.0006 [68], with the Tevatron results [69–71], and
other results obtained with LHC data [72–74].

Concentrating on the CT10-NLO PDF set, Table 4.2 reports the fit results for
each bin in |y| or |y|max together with the experimental, PDF, NP, and scale uncer-
tainties to investigate potential rapidity dependent biases or incompatibilities. None
are found. The fits in separate rapidity regions are consistent with each other and
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Table 4.2 Determination of αS(MZ) in different regions of jet rapidity from the inclusive jet cross
section (upper five rows) [29] and from the 3-jet mass cross section (lower two rows) [56] using
the CT10-NLO PDF set [57].

y range χ2/ndof αS(MZ) ±(exp) ±(NP) ±(PDF) ±(scale)

|y|< 0.5 16.2/32 0.1189 0.0024 0.0008 0.0030 +0.0045
−0.0027

0.5≤ |y|< 1.0 25.4/29 0.1182 0.0024 0.0008 0.0029 +0.0050
−0.0025

1.0≤ |y|< 1.5 9.5/26 0.1165 0.0027 0.0008 0.0024 +0.0043
−0.0020

1.5≤ |y|< 2.0 20.2/23 0.1146 0.0035 0.0013 0.0031 +0.0037
−0.0020

2.0≤ |y|< 2.5 12.6/18 0.1161 0.0045 0.0015 0.0054 +0.0034
−0.0032

|y|max < 1.0 10.3/22 0.1163 +0.0018
−0.0019 0.0007 0.0027 +0.0059

−0.0025

1.0≤ |y|max < 2.0 10.6/22 0.1179 +0.0018
−0.0019 0.0007 0.0021 +0.0067

−0.0037

with the outcome of the combined fit, which is nontrivial, since in the combination
correlated systematic uncertainties have to be considered. Within the scope of the
discussed CMS analyses the original prescription for the JEC uncertainty [75] was
found to overestimate the correlation in rapidity and consequently was improved as
described in [29].

Finally, to investigate the running of the strong coupling, the fitted region is split
into six (seven) bins of pT (m3/2) and the fitting procedure is repeated in each of
these bins. The extractions of αS(MZ) are reported in Table 4.3, where the same
two-loop solutions to the RGE are used, HOPPET and GRV, to evolve the αS(MZ)
values to the corresponding energy scale Q. The value of Q is calculated as a cross
section weighted average in each fit region. These average scale values 〈Q〉, derived
again with the FASTNLO framework, are identical within some GeV for different
PDFs. To demonstrate the running of the strong coupling constant, the correspond-
ing αS(Q) values are listed for each respective 〈Q〉 scale in the last two columns of
Table 4.3. All eleven results are presented in Fig. 4.15 together with the running of
the strong coupling αS(Q) and its total uncertainty as determined in the analysis of
the inclusive jets. In the same figure the values of αS at lower scales determined by
the H1 [76–78], ZEUS [79], and D0 [70, 71] collaborations are shown for compar-
ison. Other CMS measurements [73, 74], which are in agreement with the αS(MZ)
determination of the discussed studies, are displayed as well. The reported results
on αS are consistent with the energy dependence predicted by the RGE and extend
the investigated scale values Q beyond the Tevatron limit of 600GeV into the TeV
region.

4.5 Constraining the Proton Structure

The PDFs of the proton are an essential ingredient for precision studies in hadron-
induced reactions. They are derived from experimental data involving collider and
fixed-target experiments. DIS data from the HERA ep collider experiments cover
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Table 4.3 Determination of αS(MZ) for different ranges of scale Q from the inclusive jet cross
section (upper six rows) [29] and from the 3-jet mass cross section (lower seven rows) [56] using
the CT10-NLO PDF set [57]. The last two columns list the corresponding values of the average
scales 〈Q〉 and the strong coupling constant at this scale.

Q range χ2/ndof αS(MZ) ±(exp) ±(NP) ±(PDF) ±(scale) 〈Q〉/GeV αS(Q)

114–196 6.2/19 0.1172 0.0031 0.0007 0.0018 +0.0045
−0.0022 136 0.1106

196–300 7.6/19 0.1180 0.0034 0.0011 0.0019 +0.0048
−0.0025 226 0.1038

300–468 8.1/24 0.1194 0.0032 0.0010 0.0023 +0.0049
−0.0027 345 0.0993

468–638 10.6/19 0.1187 0.0029 0.0006 0.0031 +0.0052
−0.0027 521 0.0940

638–905 11.2/21 0.1192 0.0034 0.0005 0.0032 +0.0057
−0.0030 711 0.0909

905–2116 33.6/25 0.1176 0.0047 0.0002 0.0040 +0.0092
−0.0020 1007 0.0866

664–794 4.5/3 0.1232 +0.0040
−0.0042

+0.0008
−0.0007

+0.0019
−0.0016

+0.0079
−0.0044 361 0.1013

794–938 7.8/3 0.1143 +0.0019
−0.0016 0.0008 +0.0034

−0.0033
+0.0073
−0.0042 429 0.0933

938–1098 0.6/3 0.1171 +0.0033
−0.0034 0.0007 0.0022 +0.0068

−0.0040 504 0.0934
1098–1369 2.6/5 0.1152 0.0026 +0.0008

−0.0007
+0.0027
−0.0026

+0.0060
−0.0027 602 0.0902

1369–2172 8.8/13 0.1168 +0.0018
−0.0019

+0.0007
−0.0006

+0.0030
−0.0031

+0.0068
−0.0034 785 0.0885

2172–2602 3.6/5 0.1167 +0.0037
−0.0044 0.0008 +0.0040

−0.0044
+0.0065
−0.0041 1164 0.0848

2602–3270 5.5/7 0.1120 +0.0043
−0.0041 0.0001 +0.0056

−0.0040
+0.0088
−0.0050 1402 0.0807

most of the kinematic phase space needed for a reliable PDF extraction. The sensi-
tivity to the gluon PDF, however, is only indirect via scaling violations. In particular
in the region of medium to high fractions x > 0.5 · 10−2 of the proton momentum,
jet cross sections from ep or pp collisions can additionally constrain the gluon PDF
and also the valence quark PDFs at very high x > 0.1.

The potential impact of LHC jet data can be illustrated by the correlation be-
tween the inclusive jet cross section σjet(Q) and the PDF x f (x,Q2) for any parton
flavour f . The NNPDF Collaboration [80] provides PDF sets in the form of an en-
semble of replicas i, which sample variations in the PDF parameter space within
allowed uncertainties. The correlation coefficient ρ f (x,Q) between a cross section
and the PDF for flavour f at a point (x,Q) can be computed by evaluating means
and standard deviations from an ensemble of N replicas as

ρ f (x,Q) =
N

(N−1)
〈σjet(Q)i · x f (x,Q2)i〉−〈σjet(Q)i〉 · 〈x f (x,Q2)i〉

∆σjet(Q)∆x f (x,Q2)

. (4.20)

Here, the angular brackets denote the averaging over the replica index i, and ∆ rep-
resents the evaluation of the corresponding standard deviation for either the jet cross
section, ∆σjet(Q), or a PDF, ∆x f (x,Q2). Figure 4.16 presents the correlation coefficient
between the inclusive jet cross section and the gluon respectively the u valence quark
PDFs in the proton.

The correlation between the gluon PDF and the inclusive jet cross section at small
rapidity is large for most jet pT. In contrast, the correlation between the valence
quark distributions and the jet cross section is rather small except for very high pT
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from the inclusive jet and 3-jet mass cross sections in eleven ranges of Q as presented in Table 4.3
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Fig. 4.16 The correlation coefficient between the inclusive jet cross section and the gluon (left),
and the u valence quark PDF (right) as a function of the momentum fraction x of the proton and the
energy scale Q of the hard process. The correlation is shown for the small rapidity region |y|< 0.5.
(Taken from Ref. [29])
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such that some impact can be expected at high x from including these jet data in PDF
fits. In the forward region (not shown) the correlation between the valence quark
distributions and the jet cross sections is more pronounced at high x and smaller
jet pT. In the case of same-side jets with respect to rapidity, the parton fractional
momentum of the second proton is rather small because of Eq. (4.10) and lies in a
region, where valence quark PDFs are already well known from other processes e.g.
DIS. The situation is similar for 3-jet production. Therefore, a significant reduction
of PDF uncertainties at medium to high x is expected by including LHC jet data into
fits of the proton structure.

These fits can be performed with a software framework such as the open-source
HERAFITTER project [81,82], which among other things is designed to fit PDFs to
data. It has a modular structure, encompassing a variety of theoretical predictions for
different processes and phenomenological approaches for determining the parame-
ters of the PDFs. In the CMS study [29], HERAFITTER version 1.1.1 is employed
to estimate the impact of the CMS inclusive jet data on the PDFs and their uncer-
tainties, when combined with DIS data from HERA-I. For both processes the theory
is available at NLO, i.e. up to order α2

S for DIS and up to order α3
S for inclusive jet

production in pp collisions.
The impact of the CMS inclusive jet data on proton PDFs is investigated by in-

cluding the jet cross section measurement in a combined fit at NLO with the HERA-
I inclusive DIS cross sections [83], which were the basis for the determination of
the HERAPDF1.0 PDF set. The analysis is performed assuming the DGLAP evo-
lution scheme at NLO as implemented in the QCDNUM package [84] and the
generalised-mass variable-flavour number Thorne–Roberts scheme [85, 86] to treat
the massive quark flavours. In contrast to the original HERAPDF fit, the presented
results require the DIS data to fulfil Q2 > Q2

min = 7.5GeV2 instead of 3.5GeV2. The
amount of DIS data left out by the increased Q2

min threshold is rather small and con-
cerns a phase space where a perturbative description is less reliable. Crosschecks
performed for a cutoff of Q2 > Q2

min = 3.5GeV2 did not exhibit any differences
beyond an expected reduction of uncertainties at low x.

The following PDFs are parameterised independently in the fit procedure: xuv(x),
xdv(x), xg(x), and xU(x), xD(x), where xU(x) = xu(x), and xD(x) = xd(x)+ xs(x).
Similar to Ref. [87], a parameterisation with 13 free parameters is used. At the
starting scale Q0 of the QCD evolution, chosen to be Q2

0 = 1.9GeV2, the PDFs are
parameterised as follows:

xg(x) = AgxBg(1− x)Cg −A′gxB′g(1− x)C
′
g ,

xuv(x) = Auv xBuv (1− x)Cuv (1+Euvx2),

xdv(x) = Adv xBdv (1− x)Cdv ,

xU(x) = AU xBU (1− x)CU , and

xD(x) = ADxBD(1− x)CD .

(4.21)

The normalisation parameters Ag, Auv , and Adv are constrained by QCD sum rules.
Additional constraints BU = BD and AU = AD(1− fs) are applied to ensure the same
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normalisation for the u and d densities for x→ 0. The strangeness fraction is set to
fs = 0.31, as obtained from neutrino-induced dimuon production [88]. The param-
eter C′g is fixed to 25 [14,86] and the strong coupling constant to αS(MZ) = 0.1176.

The agreement between the N data points Di and the theoretical predictions Ti is
quantified via a least-squares method, where

χ
2 =

N

∑
i, j=1

(
Di−Ti−

K

∑
k=1

εkβik

)
C−1

i j

(
D j−Tj−

K

∑
k=1

εkβ jk

)
+

K

∑
k=1

ε
2
k . (4.22)

For unconstrained fits this definition is equivalent to Eq. (4.17) [89,90]. As a bonus,
the systematic shift of the nuisance parameter εk for each source in a fit is deter-
mined. The a priori expectation at the χ2 minimum is that systematic shifts via
the nuisance parameters εk are Gaussian distributed with zero mean and unity root-
mean-square. Numerous large shifts in either direction indicate a problem as for
example observed while fitting αS(MZ) with this technique and the uncertainty cor-
relation prescription from Ref. [75].

In the following, the component covunf+stat of the covariance matrix, cf. Eq. (4.18),
is separated into an uncorrelated statistical part covstat and a correlated part from
unfolding covunf. The statistical part together with the uncorrelated systematic com-
ponent covuncor give the new covariance matrix needed in Eq. (4.22), while the JEC,
unfolding, and luminosity determination are treated as fully correlated systematic
uncertainties βik with nuisance parameters εk. In comparison to Eq. (3.20) for the
JEC uncertainties, the χ2 here is written with a subtractive term ∑

K
k=1 εkβik, where

the βik correspond to absolute systematic shifts of 1σ . To rewrite this in a multi-
plicative form as appropriate for JEC uncertainties, the βik can be set equal to Ti ·ski.
Including also the NP uncertainties, treated via the offset method described in Sec-
tion 4.4, in the form of one nuisance parameter in total K such sources are defined.
Of course, PDF uncertainties emerge as results of the fits performed here, in contrast
to serving as inputs, as they do in the fits of αS(MZ) presented in Section 4.4.

Similarly as for the αS(MZ) fit following Eq. (4.18), the fully correlated sources
are assumed to be multiplicative. As a consequence, the covariance matrix of the
remaining sources has to be re-evaluated in each iteration step. To prevent the com-
pensation of large systematic shifts caused by simultaneously increasing the theo-
retical prediction and the statistical uncertainties, the systematic shifts of the theory
are taken into account before the rescaling of the statistical uncertainty. Otherwise
alternative minima in χ2 can appear that are associated with exaggerated theoretical
predictions and corresponding shifts in the nuisance parameters, where the penalty
in χ2 is compensated by uncorrelated uncertainties that are scaled-up with the the-
ory. These alternative minima are clearly undesirable [81].

By employing nuisance parameters, the impact of each systematic source of un-
certainty on the fit result can be examined separately. For an adequate estimation
of the sizes and the correlations of all uncertainties, the majority of all systematic
sources should be shifted by less than one standard deviation from the default in the
fitting procedure. Table 4.4 demonstrates that this is the case for the CMS inclusive
jet data.
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Table 4.4 The 23 independent sources of systematic uncertainty considered in the CMS inclusive
jet fits. Out of these, 20 are related to the JEC and are listed first. The shift from the default value
in each source of systematic uncertainty is determined by nuisance parameters in the fit and is
presented in units of standard deviations. (Taken from Ref. [29])

Systematic source Shift in standard
deviations

JEC0 absolute jet energy scale 0.09
JEC1 MC extrapolation 0.00
JEC2a single-particle response barrel 1.31
JEC2b single-particle response endcap −1.46
JEC2c single-particle decorrelation |y|< 0.5 0.20
JEC2d single-particle decorrelation 0.5≤ |y|< 1.0 0.19
JEC2e single-particle decorrelation 1.0≤ |y|< 1.5 0.92
JEC3 jet flavor correction 0.04
JEC4 time-dependent detector effects −0.15
JEC5 jet pT resolution in endcap 1 0.76
JEC6 jet pT resolution in endcap 2 −0.42
JEC7 jet pT resolution in HF 0.01
JEC8 correction for final-state radiation 0.03
JEC9 statistical uncertainty of η-dependent correction for endcap −0.42
JEC10 statistical uncertainty of η-dependent correction for HF 0.00
JEC11 data-MC difference in η-dependent PU correction 0.91
JEC12 residual out-of-time PU correction for pre-scaled triggers −0.17
JEC13 offset dependence in PU correction −0.03
JEC14 MC PU bias correction 0.39
JEC15 jet rate dependent PU correction 0.29
Unfolding −0.26
Luminosity −0.07
NP correction 0.60

Following the HERAPDF prescription [83], the uncertainty in the PDFs is sub-
divided into experimental, model, and parameterisation uncertainties that are stud-
ied separately. In the default setup of the HERAFITTER framework, experimental
uncertainties are evaluated following a Hessian method [90] and result from the
propagated statistical and systematic uncertainties of the input data.

For the model uncertainties, the offset method [91] is applied considering the
following variations of model assumptions:

1. The strangeness fraction fs, by default equal to 0.31, is varied between 0.23 and
0.38.

2. The b-quark mass is varied by±0.25GeV around the central value of 4.75GeV.
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3. The c-quark mass, with the central value of 1.4GeV, is varied between 1.35GeV
and 1.65GeV. For the downwards variation the charm production threshold is
avoided by changing the starting scale to Q2

0 = 1.8GeV2 in this case.
4. The minimum Q2 value for data used in the fit, Q2

min = 7.5GeV2, is varied
between 5.0GeV2 and 10GeV2.

The PDF parameterisation uncertainty is estimated as described in Ref. [83]. By
employing the more general form of parameterisation

xg(x) = AgxBg(1− x)Cg(1+Dgx+Egx2)−A′gxB′g(1− x)C
′
g ,

x f (x) = A f xB f (1− x)C f (1+D f x+E f x2)
(4.23)

for gluons and the other flavours, respectively, it is tested whether the successive
inclusion of additional fit parameters leads to a variation in the shape of the fitted re-
sults. Furthermore, the starting scale Q0 is changed to Q2

0 = 1.5GeV2 and 2.5GeV2.
The maximal deviations of the resulting PDFs from those obtained in the central fit
define the parameterisation uncertainty. The experimental, model, and parameteri-
sation uncertainties are added in quadrature to give the final PDF uncertainty.

Using this fitting setup, the partial χ2 values per number of data points, ndata,
are reported in Table 4.5 for each of the neutral current (NC) and charged current
(CC) data sets in the HERA-I DIS fit and for the combined fit including the CMS
inclusive jet data. The achieved fit qualities demonstrate the compatibility of all data
within the presented PDF fitting methods.

Figure 4.17 upper row provides direct comparisons of the two fit results with
total uncertainties for the gluon and u valence quark distributions. The uncertainty
of the gluon distribution is significantly reduced for almost the whole x range from
10−4 up to 0.5. When DIS data below Q2

min = 7.5GeV2 are included in the fit, the
huge effect visible in the low x region x < 0.01 is much reduced. Also, for the u
valence distribution some reduction in its uncertainty is observed, also at high x
(x & 0.1). At the same time, some wiggly structure can be seen that can be traced
back to the parameterisation uncertainties. This might point to a still insufficient
flexibility in the parameterisations. Therefore, a comparison is presented using the
MC method with the regularisation based on data, which is also implemented within
the HERAFITTER framework.

To study more flexible PDF parameterisations, a MC method based on varying
the input data within their correlated uncertainties is employed in combination with
a data-based regularisation technique. This method was first used by the NNPDF
Collaboration and uses a more flexible parameterisation to describe the x depen-
dence of the PDFs [80]. To avoid the fitting of statistical fluctuations present in the
input data (over-fitting) a data-based stopping criterion is introduced. The data set is
split randomly into a “fit” and a “control” sample. The χ2 minimisation is performed
with the “fit” sample while simultaneously the χ2 of the “control” sample is calcu-
lated using the current PDF parameters. It is observed that the χ2 of the “control”
sample at first decreases and then starts to increase again because of over-fitting. At
this point, the fit is stopped. This regularisation technique is used in combination
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Table 4.5 Partial χ2 values, χ2
p , for each data set in the HERA-I DIS (middle section) or in the

combined fit including CMS inclusive jet data (right section). Here, ndata is the number of data
points available for the determination of the 13 parameters. The bottom two lines show the total
χ2 and χ2/ndof. The difference between the sum of all χ2

p and the total χ2 for the combined fit is
attributed to the nuisance parameters. (Adapted from Ref. [29])

HERA-I data HERA-I & CMS data

data set ndata χ2
p χ2

p/ndata χ2
p χ2

p/ndata

NC HERA-I H1-ZEUS combined e−p 145 109 0.75 109 0.75
NC HERA-I H1-ZEUS combined e+p 337 309 0.91 311 0.92
CC HERA-I H1-ZEUS combined e−p 34 20 0.59 22 0.65
CC HERA-I H1-ZEUS combined ep 34 29 0.85 35 1.03
CMS inclusive jets 133 — — 102 0.77

data set(s) ndof χ2 χ2/ndof χ2 χ2/ndof

HERA-I data 537 468 0.87 — —
HERA-I & CMS data 670 — — 591 0.88

with a MC method to estimate the central value and the uncertainties of the fitted
PDFs. Before a fit, several hundred replica sets are created by allowing the central
values of the measured cross section to fluctuate within their statistical and system-
atic uncertainties while taking into account all correlations. For each replica, a fit to
NLO QCD is performed, which yields an optimum value and uncertainty for each
parameter. The collection of all replica fits can then provide an ensemble average
and root-mean-square. Moreover, the variations to derive the model dependence of
the HERAPDF prescription do not lead to any significant increase of the uncertainty.

For direct comparison, the fit results for the gluon and u valence quark distri-
butions with the MC method are shown in the bottom row of Fig. 4.17. The total
uncertainty derived with the MC method is almost always larger than with the HER-
APDF technique. In the case of the gluon at low x, it is much larger. In both cases a
significant reduction of the uncertainty in the gluon PDF is observed, notably in the
x range from 10−2 up to 0.5. Both methods also lead to a decrease in the gluon PDF
between 10−2 and 10−1 and an increase for larger x. Although this change is more
pronounced when applying the MC method, within the respective uncertainties both
results are compatible. Both methods equally agree on a very modest reduction in
uncertainty at high x > 0.05 in the u valence quark PDF, which is expected from
the correlations, studied in Fig. 4.16, where the quark distributions are constrained
via the qq contribution to jet production at high |y| and pT. Finally, Fig. 4.18 shows
an overview of the gluon, sea, u valence, and d valence distributions at the starting
scale of Q2 = 1.9GeV2 for the regularised MC method.

Inclusive DIS data alone are not sufficient to disentangle effects on cross sec-
tion predictions from changes in the gluon distribution or αS(MZ) simultaneously.
Therefore αS(MZ) was always fixed to 0.1176 in the original HERAPDF1.0 deriva-
tion. When the CMS inclusive jet data are added, this constraint can be dropped and
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Fig. 4.17 The gluon (left) and the u valence quark PDF (right) as a function of x as derived from
HERA-I inclusive DIS data alone (dashed line) and in combination with CMS inclusive jet data
(full line). The PDFs are determined employing the HERAPDF method (upper row) and the MC
method with data-derived regularisation (lower row). A minimum Q2 of Q2

min = 7.5GeV2 was
imposed on the DIS data. The PDFs are shown at the starting scale Q2 = 1.9GeV2. Only the total
uncertainty in the PDFs is shown (hatched and solid bands). (Taken from Ref. [29])

αS(MZ) and its uncertainty (without Q scale variations) is determined to αS(MZ) =
0.1192+0.0023

−0.0019 (all except scale). Repeating the fit with the regularised MC method
gives αS(MZ) = 0.1188±0.0041(all except scale).

Since a direct correspondence among the different components of the uncertainty
can not easily be established, only the quadratic sum of experimental, PDF, and NP
uncertainties are presented, which is equivalent to the total uncertainty without scale
uncertainty. For example, the HERA-I DIS data contribute to the experimental un-
certainty in the combined fits, but contribute only to the PDF uncertainty in separate
αS(MZ) fits. The HERAPDF prescription for PDF fits tends to small uncertainties,
while the uncertainties of the MC method with data-derived regularisation are twice
as large. For comparison, the corresponding uncertainty in αS(MZ) using more pre-
cisely determined PDFs from global fits as in Section 4.4 gives a result between the
two: αS(MZ) = 0.1185±0.0034(all except scale).

The evaluation of scale uncertainties is an open issue, which is ignored in all
global PDF fits given in Table 2.1. The impact is investigated in Refs. [14, 92–94],
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Fig. 4.18 Overview of the gluon, sea, u valence, and d valence PDFs before (dashed line) and after
(full line) including the CMS inclusive jet data into the fit. The plots show the PDF fit outcome
from the MC method with data-derived regularisation. The PDFs are shown at the starting scale
Q2 = 1.9GeV2. The total uncertainty including the CMS inclusive jet data is shown as a band
around the central fit result. (Taken from Ref. [29])

where scale definitions and K-factors are varied. Lacking a recommended procedure
for the scale uncertainties in combined fits of PDFs and αS(MZ), two evaluations are
reported for the HERAPDF method. In the first one, the combined fit of PDFs and
αS(MZ) is repeated for each variation of the scale factors from the default choice of
µr = µ f = pT for the same six combinations as explained in Section 4.4. The scale
for the HERA DIS data is not changed. The maximal observed upward and down-
ward changes of αS(MZ) with respect to the default scale factors are then taken as
scale uncertainty, irrespective of changes in the PDFs: ∆αS(MZ) =

+0.0022
−0.0009 (scale).

The second procedure is analogous to the method employed to determine αS(MZ)
in Section 4.4. The PDFs are derived for a series of fixed values of αS(MZ) as done
for the global PDF sets. Using this series of PDFs with varying values of αS(MZ), the
combination of PDF and αS(MZ) that best fits the HERA-I DIS and CMS inclusive
jet data is found. The αS(MZ) values determined both ways are consistent with each
other. The fits are now repeated for the same scale factor variations, and the maximal
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observed upward and downward changes of αS(MZ) with respect to the default scale
factors are taken as scale uncertainty: ∆αS(MZ) =

+0.0024
−0.0039 (scale).

In contrast to the scale uncertainty of the first procedure, there is less freedom
for compensating effects between different gluon distributions and αS(MZ) values
in the second procedure. The latter procedure leads to a larger scale uncertainty as
expected. In overall size the uncertainty is similar to the final results on αS(MZ)
reported in the section dedicated to the αS(MZ) fit: ∆αS(MZ) =

+0.0053
−0.0024 (scale). In

summary, a combined fit of PDFs and the strong coupling constant becomes possi-
ble, when combining HERA DIS and CMS inclusive jet data, and gives compatible
results to the separate fit of αS(MZ) described in the previous section.
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Chapter 5
Cross Section Ratios

As demonstrated in the previous chapter, valuable insights can be gained from the
measurement of absolute cross sections. However, they are subject to the totality
of experimental and theoretical uncertainties. Therefore, it is worthwhile to con-
template alternative observables that are either insensitive or sensitive at a reduced
level to the dominant sources of uncertainty. The possibility discussed in this chap-
ter deals with cross section ratios, which, with one exception, are unaffected by
imprecise luminosity determinations and which are expected to exhibit at least par-
tial cancellations in JEC and JER effects on the experimental side and a reduced
dependence on the QCD scales or on PDFs on the theory side.

The following ratio observables and their interpretation are presented in the next
four sections: the ratio of the inclusive 3-jet event to the inclusive 2-jet event cross
section, the ratio of inclusive jet cross sections for two different jet sizes or at two
different centre-of-mass energies, and the ratio of the dijet cross section at outer to
the one at inner pseudorapidity.

5.1 Determination of αS(MZ) with n-Jet Ratios

In this first example, the ratio R32 of the inclusive 3-jet event to the inclusive 2-jet
event cross section is considered as a function of the average pT, 〈pT1,2〉, of the two
jets leading in pT:

R32(〈pT1,2〉) =
dσNjet≥3d〈pT1,2〉
dσNjet≥2d〈pT1,2〉

. (5.1)

The LO process for the denominator is proportional to α2
S , while the numerator re-

quires one more jet to be present and therefore is proportional to α3
S at LO. This

ratio directly depends on αS, but at the same time profits from uncertainty cancella-
tions. Like in the previous chapter, pQCD predictions are available at NLO for the
numerator and denominator from [1, 2]. Other theoretical programs that have be-
come available in the meantime are even capable to compute n-jet cross sections at
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NLO up to four or five jets [3–5]. To further decrease the sensitivity to experimental
effects, it is attractive to study n-jet cross section ratios leading to proportionalities
to higher powers of αS like R42,R53 ∝ α2

S or R52 ∝ α3
S , although it comes at the ex-

pense of having less data and a more restricted phase space. The authors of Ref. [5]
also argue that for theoretical reasons the ratios R43,R54 ∝ αS might be preferable
over R32. Dedicated measurements with the aim of exploiting these new possibilities
have not yet been performed.

The UA1 Collaboration published a first investigation of such a ratio in Ref. [6].
The UA2 experiment determined αS(MZ) based on the ratio of W(→ eν)+1 jet to
W(→ eν)+0 jet production [7]. CMS has measured the ratio R32 at the LHC for
the data set recorded in 2011 and extracted a value for αS(MZ) [8]. The ATLAS
experiment so far presented only a preliminary study of R32 on data from 2010 [9].1

Alternative ratios with 3-jet observables in the numerator have been studied at Teva-
tron [10] and in Ref. [11].

The CMS measurement selects all jets with transverse momenta larger than
150GeV up to rapidities of five. All events where the two jets leading in pT are
not found in the central detector, i.e. |y| ≤ 2.5, are rejected. All remaining events
contribute at 〈pT1,2〉 to the inclusive 2-jet event cross section. If a third jet with
pT > 150GeV and |y| ≤ 2.5 is found, the event also contributes to the numerator,
i.e. the inclusive 3-jet event cross section. An example of such a 3-jet event is dis-
played in Fig. 5.1.

Figure 5.2 presents the CMS data of R32 in comparison to NLO predictions,
which are compatible with the measurement within uncertainties. The error bars
correspond to the total experimental uncertainty and comprise in addition to the
statistical uncertainty the systematic components from the JEC determination and
from the unfolding of detector effects. The JEC uncertainty, estimated to be 2.0–
2.5% for particle-flow jets [12], contributes to about 1.2% to the total systematic
uncertainty, which is much smaller than for the absolute cross section measurements
discussed before, cf. Figs. 4.3, 4.8, and 4.11. The unfolding uncertainty amounts
to less than 1% and accounts for three different mutually uncorrelated uncertainty
sources: insufficient knowledge of the 〈pT1,2〉 resolution, non-Gaussian components
in the 〈pT1,2〉 resolution, and insufficient knowledge of the simulated inclusive 3-
jet and 2-jet 〈pT1,2〉 spectra, which are used to construct the unfolding matrices.
Since both experimental uncertainties are very small because of cancellations in
the ratio, a potential bias originating from the unfolding technique was studied by
comparing the unfolding result of the iterative D’Agostini method with that of the
SVD method, cf. Section 3.6.2. The bias was found to be negligible. The by far
dominating uncertainty at high 〈pT1,2〉 is of statistical origin.

NP corrections, which have been applied to the NLO predictions in Fig 5.2, range
from only 2% at low 〈pT1,2〉 to zero at high 〈pT1,2〉. The corresponding systematic
uncertainty is negligible. PDF uncertainties, evaluated according to the respective
prescriptions for each set, are shown here for the CT10-NNLO PDFs. At small to
medium parton fractional momenta, and hence small pT’s or masses, the PDFs are

1 ATLAS additionally investigated the quantity N32, which in contrast to R32, receives not only a
single entry per event, but one entry per jet in each event.
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Fig. 5.1 Event display of a 3-jet event recorded with the CMS detector. Starting from the inter-
action vertex in the centre, tracks of charged particles (green lines), and energy deposits in the
electromagnetic and hadronic calorimeters (red and blue columns) are clustered together to form
three jets. The jets are represented by yellow, triangular rays and thick yellow lines showing each
jet’s momentum. The light red rectangles show the muon detection system. (Source: CERN, CMS)

well known from previous experiments and cause about 2% uncertainty for jet cross
section predictions as well as for the ratio R32, cf. Figs. 4.4, 4.8, and 4.12. At higher
jet pT, PDF uncertainties increase considerably up to 20% or more for cross sec-
tions, while R32 profits from cancellation effects between numerator and denomi-
nator limiting the PDF uncertainty to about 3% for |y| ≤ 2.5 at 〈pT1,2〉 ≈ 1.5TeV.
Equally, scale uncertainties indicated by the green bands in Fig 5.2 are reduced to
below 5% in the ratio as compared to 5–15% for absolute measurements, if one
stays away from phase space regions that are subject to kinematic constraints. Turn-
on effects appear below ≈ 420GeV of 〈pT1,2〉, which has been chosen to be the
scale Q = µr = µ f . If, for example, the leading jet has to balance the minimal pT of
150GeV of two opposite side jets, it needs at least 300GeV of pT, which leads to a
minimal 〈pT1,2〉 of 225GeV to kinematically permit this configuration. In the vicin-
ity of such thresholds fixed-order pQCD calculations are less reliable and might be
subject to large K factors respectively higher-order corrections. In addition, the sen-
sitivity to αS(MZ) is reduced as can be concluded from Fig 5.2 right, where the CMS
data are compared to NLO predictions for a series of values of αS(MZ) available for
the CT10-NNLO PDF sets. The picture is similar for the alternative sets NNPDF2.1-
NNLO or MSTW2008-NNLO so that like in Section 4.4 a value of αS(MZ) can be
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Fig. 5.2 Left: CMS measurement of R32 (full circles) in comparison to NLO predictions corrected
for NP effects and using the CT10-NNLO PDF set. The error bars correspond to the total uncer-
tainty. The bottom panel shows the ratio of data to the predictions. The bands indicated by lines
represent the scale (dashed) and PDF (solid) uncertainties. Right: Sensitivity of R32 to αS(MZ).
The measured R32 is presented together with NP corrected NLO predictions using the CT10-NNLO
PDF sets for a series of values of αS(MZ) from 0.110–0.130 in steps of 0.001. (Taken from Ref. [8])

extracted for 〈pT1,2〉> 420GeV from fits to the measured R32:

αS(MZ) = 0.1148±0.0014(exp)±0.0000(NP)±0.0018(PDF)±0.0050(scale)
= 0.1148±0.0023(all except scale)±0.0050(scale)
= 0.1148±0.0055 (R32) ,

(5.2)

where the NNPDF2.1-NNLO PDF set was used in combination with a 3-loop so-
lution to the RGE for the evolution of αS(Q). For comparison, the CT10- and
MSTW2008-NNLO PDF sets lead to the compatible results of:

MSTW2008: αS(MZ) =0.1141±0.0022(exp),
CT10: αS(MZ) =0.1135±0.0019(exp) .

(5.3)

Customarily, cross sections are computed with the scale dependence of the pertur-
bative expansion in αS and of the parton densities at the same order. Here, CMS
combined an NLO prediction with PDF sets evolved at NNLO, which sometimes
is considered to be inconsistent. Following Ref. [13] this is not necessarily so and
depends on the particular case, as long as one is aware that the overall accuracy is
always the one of the lowest order involved. CMS argues that R32 does not directly
depend on the PDFs such that this issue does not pose any problem for this analysis.
An explicit cross check by CMS revealed a negligible impact of the usage of NLO
versus NNLO PDF sets in fits of the strong coupling constant. This is in contrast
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Table 5.1 Determination of αS(MZ) for different ranges of scale Q from the inclusive 3-jet over
inclusive 2-jet event cross section ratio R32 [8] using the NNPDF2.1-NNLO PDF set [15]. The
last two columns list the corresponding values of the average scales 〈Q〉 and the strong coupling
constant at this scale.

Q range χ2/ndof αS(MZ) ±(exp) ±(NP) ±(PDF) ±(scale) 〈Q〉/GeV αS(Q)

420–600 4.4/5 0.1147 0.0015 — 0.0015 0.0057 474 0.0936
600–800 5.9/4 0.1132 0.0018 — 0.0025 0.0039 664 0.0894

800–1390 5.7/9 0.1170 0.0024 — 0.0021 0.0048 896 0.0889

to fits to cross sections, where NNLO PDF sets usually lead to smaller values of
αS(MZ) than NLO ones, and confirms, together with the much smaller PDF uncer-
tainty, the reduced dependence of R32 on details of the PDF evolution. Hence, fits of
αS(Q) to R32 for regions in scale Q = 〈pT1,2〉 test the evolution of αS(Q) predicted
by the RGE, which could be modified by the existence of new coloured matter, cf.
Section 7.3 and Ref. [14]. Table 5.1 presents the outcome of such fits for three re-
gions in 〈pT1,2〉 from 420 up to 1390GeV, which are shown versus Q together with
the results from the last section in Fig. 4.15.

Considering the QCD scale it is certainly natural to choose for dijet production
at LO: Q = pT,max = pT,jet1 = pT,jet2 = 〈pT1,2〉. At NLO pT,jet2 may lose energy to a
third jet, while pT,max and pT,jet1 remain unchanged. If a quantity like R32 is not ex-
panded itself in terms of powers of αS, but derived as a ratio of NLO cross sections,
it is desirable to have a scale that can be derived the same way for the numerator and
denominator, particularly, if one of the two cross sections completely contains the
other one. This excludes a scale definition explicitly involving pT,jet3 as suggested
in [16], and leaves either pT,max or 〈pT1,2〉. Following good experience in the form
of small K factors with pT,jet or 〈pT1,2〉 as scale instead of pT,max, CMS opted for
〈pT1,2〉. In the 3-jet case, the typical scale variation by factors of 1/2 and 2 around
〈pT1,2〉 does include the pT,max values for a symmetric star-like configuration with
〈pT1,2〉= pT,max and for the extreme case, where one jet balances two opposite-side
ones, with 〈pT1,2〉 = 3/4 · pT,max. To demonstrate that 〈pT1,2〉 is a reasonable scale
choice also in case of correlated scale variations in the ratio, Fig. 5.3 shows the scale
dependence for the numerator alone and for the ratio R32. The scale dependence of
the 2-jet inclusive event cross section is in-between the latter two and leads to the
observed reduced scale dependence in Fig. 5.3 right compared to Fig. 5.3 left. The
default scale, i.e. µr/Q= µ f /Q= 1, lies in an uncritical flat region and unreasonable
complete cancellations are not exhibited. To extend the scale choice to an arbitrary
number of jets, another possibility exists by using the scalar sum of the jet pT’s:

HT = H(N)
T =

N

∑
i=1

pT,i . (5.4)
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Fig. 5.3 Scale dependence of the NLO predictions for the inclusive 3-jet event cross section (left)
and for R32 (right). (Taken from auxiliary material of Ref. [8])

Limiting the summation to the two leading jets, i.e. N = 2, one retrieves 〈pT1,2〉 =
H(2)

T /2. Following Refs. [5, 11] Q = HT/2 could be tried in the future in particular
for the case of multi-jet production.

5.2 Parton Showers and Jet Size Ratios

An aspect ignored so far is the choice of the jet size R. ATLAS regularly uses the two
jet sizes R = 0.4 and 0.6, while CMS employs R = 0.5 or 0.7 depending on the anal-
ysis. When comparing the measurements separately to pQCD, compatibility within
uncertainties is observed. One obvious difference though consists in the NP correc-
tions, which are quite different as shown e.g. for dijet production with R = 0.4 and
0.6 in Fig. 4.9. Looking more closely into the results presented by ATLAS for anti-
kt jet sizes of R = 0.4 and 0.6 [17] or by CMS for anti-kt jet sizes of R = 0.5 and
0.7 [18, 19], a tendency becomes visible, namely that the relative normalisation of
the measured cross sections to the theoretical predictions exhibits a dependence on
R. Theoretically, this R dependence has been examined in Refs. [20, 21], where in a
collinear approximation it was found that the impact of perturbative radiation and of
the non-perturbative effects of hadronisation and the underlying event on jet trans-
verse momenta scales roughly with lnR, −1/R, and R2 for small R, respectively.
By choosing the jet size parameter R, one can therefore vary which aspects of jet
formation are emphasised in a jet analysis, cf. Section 2.5.2.

To gain more insight into the interplay of these effects, it is suggested in Ref. [20]
to study the relative difference between inclusive jet cross sections that emerge from
two different jet definitions labelled here as reference (ref) and alternative (alt):

(
dσ alt

dpT
− dσ ref

dpT

)/(
dσ ref

dpT

)
=R(alt, ref)−1 . (5.5)

Provided that partons in opposite hemispheres are not clustered together, a condition
that is usually fulfilled, the LO two-parton cross sections are identical for arbitrary
jet algorithms. Therefore, only partonic final states with three or more partons lead
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to a numerator different from zero. Hence, Equation 5.5 defines a 3-jet observable,
R, for which it was shown in Ref. [22] that it is calculable to NLO with terms up to
α4

S with NLOJET++ [1, 2].
Studies in that direction have been performed at the HERA collider by the ZEUS

collaboration for two different jet algorithms [23] and by the ALICE experiment
for the two different anti-kt jet sizes of R = 0.2 and 0.4 [24]. The results of a CMS
analysis for the two jet sizes of 0.5 and 0.7 is presented in Ref. [25] as a function of
jet pT and rapidity y. It is expected that QCD radiation reduces this jet-radius ratio
R below unity and that this effect disappears with increasing collimation of jets at
high pT. Figure 5.4 confirms this assumption with a comparison of the measured
ratio R as a function of the jet pT up to the TeV scale to theoretical predictions at
small rapidity |y| < 0.5. Figure 5.4 left clearly demonstrates that fixed-order cal-
culations up to NLO, even when combined with non-perturbative corrections, are
systematically above the data. The LO event generators PYTHIA6 and HERWIG++
lie systematically on either side of the data, as can be seen in Fig. 5.4 right. Pre-
sumably, this can be improved by including this observable into the tuning of these
generators. The best description is given by POWHEG that matches the dijet produc-
tion process evaluated at NLO with the parton showers and non-perturbative models
of PYTHIA6, emphasising the importance of parton showers for the given choice of
jet sizes.
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Fig. 5.4 Jet-radius ratio R(0.5,0.7) as measured by CMS in comparison to fixed-order predic-
tions with and without non-perturbative corrections (left) and to particle-level predictions of LO
and NLO event generators with matched parton showers and modelling of hadronisation and the
underlying event (right) at small rapidity |y|< 0.5 (Adapted from auxiliary material of Ref. [25])
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5.3 PDF Constraints from Ratios at different Centre-of-Mass
Energies

The LHC has not only taken data at 7TeV centre-of-mass energy, but also at 8 and
at 2.76TeV.2 This opens up the possibility to do cross section ratios for two dif-
ferent centre-of-mass energies [26] as studied previously at the Spp̄S [27, 28] and
Tevatron [29, 30]. To remove obvious differences in magnitude and pT range, the
invariant cross section Ed3σ/dp3, where E and p denote energy and momentum of
a jet, can be rewritten as a dimensionless quantity [31]

p4
T E · d

3σ

dp3 =
p3

T
2π
· d2σ

dpTdy
=

s
8π

x3
T ·

d2σ

dxTdy
(5.6)

that is investigated as a function of scaled momentum xT = 2pT/
√

s. The xT scaling
hypothesis, motivated by the QPM, predicts this re-scaled cross section to be inde-
pendent of

√
s [32, 33]. Since PDFs and αS evolve in QCD theory, deviations from

this behaviour are expected. These scaling violations were observed at Spp̄S and
Tevatron and were found to be in agreement with QCD predictions. Studying the
scale dependence in detail, therefore, provides constraints on the PDFs and αS(MZ).

At the LHC, ATLAS studied the ratio of inclusive jet production for 2.76 and
7TeV centre-of-mass energies as a function of jet rapidity and the scaled momentum
xT or the jet pT [34]. Taking the invariant cross section Eq. (5.6) and defining

F(y,xT,s) =
s

8π
x3

T ·
d2σ

dxTdy
and F(y, pT,s) =

p3
T

2π
· d2σ

dpTdy
(5.7)

the ratios can be written as

ρ(y,xT,s1/s2) =
F(y,xT,s1)

F(y,xT,s2)
and ρ(y, pT,s1/s2) =

F(y, pT,s1)

F(y, pT,s2)
(5.8)

such that with s1 = 2.76TeV and s2 = 7TeV

ρ(y,xT)=

(
2.76

7

)3
σ(y,xT,2.76TeV)

σ(y,xT,7TeV)
and ρ(y, pT)=

σ(y, pT,2.76TeV)

σ(y, pT,7TeV)
.

(5.9)
The inclusive jet cross section at

√
s = 7TeV with 37pb−1 of integrated luminos-

ity has been published previously by ATLAS [17], cf. also Section 4.2. The one at
2.76TeV is measured from 0.20pb−1 of integrated luminosity collected at the be-
ginning of the 2011 data taking period. The accessible phase space ranges from 20
up to 430GeV in jet pT and up to 4.4 in rapidity. To perform the ratios to the 7TeV
cross section, the same pT binning has been chosen. In addition, an xT dependent
binning has been evaluated whose range in xT is identical to the one derived from

2 2.76TeV is the baseline pp centre-of-mass energy for comparisons with heavy-ion (PbPb) colli-
sions at the LHC with 2.76TeV of energy per nucleon-nucleon pair.
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Fig. 5.5 Theoretical (left) and experimental (right) systematic uncertainties derived by ATLAS
for the ratio ρ(y,xT) of invariant jet cross sections at 2.76 and 7TeV centre-of-mass energies as a
function of scaled momentum xT. (Taken from Ref. [34])

the pT binning at 7TeV. In the ratio ρ(y,xT), theoretical uncertainties are reduced in
particular the one from PDFs, which are evaluated at similar momentum fractions.
However, because jets are measured at different pT in this ratio, experimental ef-
fects profit less from cancellations as shown in Fig. 5.5. Comparing data and theory
scaling violations compatible with QCD predictions are clearly visible [34].

To constrain PDFs, the ratio ρ(y, pT) is better suited than the xT dependent one,
because here the jets in the numerator and denominator are measured in the same
y and pT regions such that experimental uncertainties cancel to a large extent. The-
oretical uncertainties are less reduced as visible in Fig. 5.6. Note, however, that in
these ratios, ρ(y,xT) and ρ(y, pT), luminosity uncertainties do NOT cancel, but add
up quadratically to 4.3%, because they are considered to be uncorrelated between
the two data taking periods. Luminosity uncertainties are not indicated in Figs. 5.5
and 5.6.

Multi-parton interactions, which model the underlying event, depend on the
centre-of-mass energy. Therefore, it can not be expected that NP corrections for
the inclusive jet pT spectrum cancel in the ratio for different centre-of-mass ener-
gies. The evaluation by ATLAS for ρ(y, pT) shown in Fig. 5.7 right is contrasted
with the NP corrections for the inclusive jet cross section at 2.76TeV in Fig. 5.7 left.
The larger NP corrections at 7TeV lead to correction factors for the ratio ρ(y, pT) of
0.7 at lowest pT of 20GeV. For high pT the NP factors approach unity as expected.

Figure 5.8 presents the ratio of the measured cross section ratio to the one pre-
dicted by theory for different regions in rapidity and in comparison to five different
PDF sets. For absolute rapidities below |y|= 2.1 all PDFs predict slightly too small
ratios. The predictions by the ABM11 PDF is particularly low. At higher rapidi-
ties the data are better described by theory for small jet pT’s, but start to deviate
significantly when approaching the kinematic limit.
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To quantify the influence of the measured ratio ρ(y, pT) on PDF determinations,
ATLAS performed a very similar study to the one described in Section 4.5 by using
the HERAFITTER tool with a combination of HERA-I DIS and the ATLAS data.
The impact on the gluon PDF is displayed in Fig. 5.9 left. When the ATLAS jet cross
sections are included, either separately or in the ratio ρ(y, pT), the uncertainties on
the gluon PDF are somewhat reduced. In particular the ratio also leads to a harder
spectrum for the gluon. A similar effect was observed in the analysis of the CMS
inclusive jet data presented previously. The resulting improved description of the
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jet data in particular at larger rapidity by using the PDF derived with the combined
HERA-I DIS and ATLAS jet data is clearly demonstrated in Fig. 5.9 right.



160 5 Cross Section Ratios

5.4 Search for New Phenomena with the Centrality Ratio

Finally, cross section ratios with reduced sensitivity to systematic effects can be
exploited to search for deviations from SM expectations and to set limits on param-
eters in models of new phenomena beyond the SM [35–41]. Models of composite
fermions assume quarks to be made up of even more fundamental constituents. Be-
low a compositeness scale Λ these constituents are strongly bound together to the
observed quark states by a new strong gauge interaction. Indications of such a sub-
structure have not been observed and one expects Λ to be at least of the order of the
electroweak scale, i.e. the vacuum expectation value of the Higgs boson

v =
(√

2GF

)−1/2
= 246GeV , (5.10)

where GF = 1.1663787 · 10−5 GeV−2 [16] is the Fermi constant. Reusing Fermi’s
first description of β decay of nuclei or the decay of the muon µ → νµ e−ν̄e as a
four-fermion interaction [42, 43], the new gauge interaction can be approximated at
energies below Λ as a contact interaction (CI) with an effective coupling propor-
tional to 1/Λ 2 [36, 44]. In case of weak decays, the effective coupling GF could
later be related to the corresponding weak exchange quantum, the W boson, as

GF√
2
=

g2
w

8M2
W
, (5.11)

where gw denotes the respective weak coupling constant. Similarly, one can add a
CI term to the SM Lagrangian like [36, 44]

Lqq =
g2

2Λ 2

{
ηLL (q̄Lγ

µ qL)
(
q̄Lγµ qL

)

+2ηLR (q̄Lγ
µ qL)

(
q̄Rγµ qR

)

+ηRR (q̄Rγ
µ qR)

(
q̄Rγµ qR

)}
(5.12)

with g the new coupling constant, ηLL, ηLR, and ηRR relative strengths of order
unity, and qL and qR the left-handed and right-handed chiral components of the
quark fields. Conventionally, one defines g2/4π = 1 such that the first factor in
Eq. (5.12) becomes 2π/Λ 2. These terms are flavour-diagonal and avoid any conflict
with constraints from non-observation of flavour-changing neutral currents.

In contrast to QCD, where the predominant gluon-exchange channel leads to a
cross section that peaks at large pseudorapidity η , cf. Section 6.2, contact interac-
tions produce a more isotropic angular distribution. As a consequence, the ratio of
the dijet cross section at outer to the one at inner pseudorapidity, the centrality ratio
Rη , is sensitive to an admixture of CI to normal QCD reactions. Depending on the
sign of e.g. ηLL, the interference between the CI and QCD amplitudes can be con-
structive (ηLL = −1) or destructive (ηLL = +1) with corresponding compositeness
scales Λ− and Λ+. The more conservative limit is given by Λ+.
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An investigation of Rη by the D0 Collaboration for both interference modes of
the LL term lead to a lower limit of Λ±> 2.4TeV at 95% confidence level (CL) [45].
CMS repeated this type of analysis, which is typically performed at the start of an
experiment because of its reduced sensitivity to an imperfect detector understanding,
and defined Rη as the cross section ratio for dijet production with both jets leading
in pT with |η | < 0.7 over the one with both jets having 0.7 ≤ |η | < 1.3 [46]. Rη

is measured as a function of the dijet mass so that increasing deviations from QCD
predictions are expected when masses approach a Λ -dependent value. A similar
study by ATLAS is contained in Ref. [47].

The jets, reconstructed from calorimetric energy depositions alone, are calibrated
and used in comparisons to particle-level predictions. Simulation studies show that
the impact of detector effects on the dijet mass and on Rη are limited such that for
the purpose of shape studies they can be accounted for in an uncertainty.

To estimate a potential lower limit on the compositeness scale from an agreement
between data and theory in the centrality ratio Rη , a log-likelihood-ratio statistic,
RLL, is employed. The null hypothesis is represented by the NLO prediction in-
cluding NP effects, where a constant offset with respect to data is allowed for dijet
masses of 490–790GeV. This limited range avoids the region with NP corrections
up to 10% at low Mjj and the potential signal region at high masses. The offset is
determined to be−0.05 and is compatible within uncertainties with the SM expecta-
tion. Figure 5.10 left shows the measurement from 2.9pb−1 of integrated luminosity
at 7TeV centre-of-mass energy in comparison to the null hypothesis. No significant
discrepancy from the QCD expectation of Rη ≈ 0.5, independent of dijet mass, is
observed.

For the signal hypothesis PYTHIA6 is used, which includes a LO version of the
CI model. Only the LL term with the more conservative destructive interference
is considered. The QCD part of the LO+PS prediction by PYTHIA is corrected for
NLO effects, but not the CI part, for which NLO was not available at the time.

The uncertainties entering the limit determination are dominated by the relative
JEC between the inner and outer jet pseudorapidities leading to 5–13% of uncer-
tainty on Rη . The theoretical systematic uncertainties associated with the scale and
PDF choice are reduced in the ratio to about 3–5% of scale and less than 1% of
PDF uncertainty. Larger theoretical uncertainties of about 6% and 4% are caused
by the differences in the QCD description between PYTHIA6 and NLO and by the
statistical precision of the offset determination between data and NLO.

The total likelihood entering RLL is the product of individual likelihoods for each
Mjj bin. Because the CI model approximation is not valid any more for Mjj very
close to the compositeness scale, a Λ dependent upper limit on Mjj is imposed.
With this setup, the CL’s for signal plus background, CLs+b, and for background
alone, CLb, can be determined. CLs+b and CLb represent the probabilities for RLL
to have a lower value than that observed, given the alternative and null hypotheses.
To protect against setting limits, where the experiment is not sensitive any more, the
modified frequentist CLs method is applied [48–50]. RLL values, for which CLs =
CLs+b/CLb < 0.05, are then excluded at 95% confidence level. This is shown in
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Fig. 5.10 right, from which a new exclusion limit of 4TeV on the compositeness
scale Λ+ can be concluded.
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Chapter 6
Normalised Cross Sections

A second possibility to reduce uncertainties caused by systematic effects consists in
performing shape comparisons only. In this case the measured and the predicted dis-
tributions are normalised to the integral over the whole or a part of the investigated
phase space. Luminosity uncertainties are irrelevant in this case and JEC, JER, QCD
scale, or PDF effects cancel at least partially.

In the following, these advantages of normalised distributions are exploited to
search for new phenomena with inclusive jet and dijet events in Sections 6.1 and 6.2,
to investigate colour coherence in 3-jet events in Section 6.3, to look for double
parton scattering in 4-jet events in Section 6.4, to study multi-jet production through
azimuthal decorrelation and event shapes in Sections 6.5 and 6.6, and to examine jet
substructure in Section 6.7.

6.1 Search for New Phenomena with Inclusive Jets

As a first example the inclusive jet pT spectrum is examined for potential hints on
CI as introduced in Section 5.4. Like with the Rη observable, gradually aggravating
deviations from QCD are expected with increasing jet pT. Figure 6.1 illustrates for
various compositeness scales Λ the effect of CI versus pT for constructive (left) and
destructive interference (right) in the case of left-handed quarks. For the same Λ

it is simpler to discover or exclude indications of CI in the case of constructive as
compared to destructive interference.

Interestingly, such a study of the inclusive jet pT spectrum performed by CDF at
the Tevatron [2] in 1996 did, in contrast to their previous result of ΛLL > 1.4TeV
at 95%CL [3], not deliver an exclusion limit but a preferred CI scale of ΛLL =
1.6TeV. Profiting from the fact that deviations are small at low pT and gradually
build up with higher pT, both analyses normalised the pT spectrum at NLO QCD to
the measurement below 160GeV. This way a significant source of uncertainty, the
relative normalisation of theory to data, is largely eliminated and only the shapes of
the distributions are compared. However, systematic effects that potentially exhibit
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Fig. 6.1 Effect of CI on the inclusive jet pT spectrum for various compositeness scales Λ . The left
plot corresponds to constructive (ηLL = −1) and the right one to destructive (ηLL = +1) interfer-
ence between the QCD and the CI amplitudes. (Taken from Ref. [1])

a shape versus pT must carefully be estimated. In the case of the CDF result, the
excess could finally be explained by an insufficient knowledge of the gluon PDF and
lead to the initiative of improving the estimation of PDF uncertainties as described
in Section 2.6.2. A similar measurement by the D0 Collaboration but employing the
scalar sum of the jet transverse energies HT instead profited from improved PDFs
and did not observe any excess [4].

A CMS study [1] analysed the equivalent of 5.0fb−1 of data at
√

s = 7TeV.
The inclusive jet pT spectrum is measured and calibrated, but not unfolded, for jet
pT > 500GeV at central pseudorapidity |η | < 0.5. QCD theory is derived at NLO;
NP corrections are considered negligible. The signal term CI(Λ) is modelled using
the CI implementation in PYTHIA6 by subtracting the LO QCD from the combined
prediction of QCDLO +CI(Λ). In the absence of any signal, cf. Fig. 6.2 left, ex-
clusion limits can be derived. Since the data have not been corrected for detector
effects, however, the theory and its uncertainties must be convolved with the jet
response of the CMS detector. Therefore, a parameterised ansatz is used for the Λ -
dependent predictions of (QCDNLO +CI(Λ))/QCDNLO. Exploiting the linear de-
pendence on 1/Λ 2, the relative change in cross section can be written as a sum of
three terms: unity for the QCDNLO prediction, a power-law pT dependent interfer-
ence term proportional to 1/Λ 2 with two parameters for the relative normalisation
and the exponent, and a power-law pT dependent CI term proportional to (1/Λ 2)2

again with two parameters for relative normalisation and exponent. Using separate
fits of this ansatz for the cases of constructive and destructive interference between
QCD and CI amplitudes, theoretical uncertainties from the choice of µr, µ f , and the
PDFs as well as the experimental uncertainties from JEC and JER are propagated to
the detector level including all correlations. The obtained uncertainty bands for the
QCDNLO case alone are shown in Fig. 6.2 left demonstrating agreement between
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Fig. 6.2 Ratio of data over the QCDNLO prediction, convolved with the jet response of the CMS
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on the compositeness scale Λ for the case of constructive interference (ηLL = −1). (Taken from
Ref. [1])

data and SM theory. Figure 6.2 right contrasts the measured ratio with expectations
assuming a series of four values for the compositeness scale Λ .

As in the Tevatron studies, exclusion limits are very sensitive to the relative nor-
malisation between data and theory, which previously was fixed at low pT below
the search region. This is not done in the CMS analysis at hand. Instead the relative
normalisation enters as one of the nuisance parameters into a likelihood analysis
of the multinomial distribution of event counts versus jet pT bin. Testing the corre-
lated ensembles of convolved predictions with the measurement, lower limits on the
compositeness scale of Λ+ > 9.9TeV and Λ− > 14.3TeV are achieved at 95% CL
applying the CLs criterion. Bayesian limits with a reference prior are obtained to be
Λ+ > 10.1TeV and Λ− > 14.1TeV.

A very similar CMS study [5] using 10.7fb−1 of data at 8TeV centre-of-mass
energy searches for hints of jet extinction, i.e. a lack of high-pT jet production,
as predicted by some models of non-perturbative quantum gravity [6]. Figure 6.3
presents a comparison of the measured inclusive jet pT spectrum to predictions of
QCDNLO and of three jet extinction scenarios each multiplied by NP corrections and
convolved with the jet response of the CMS detector. No significant deviation from
the SM prediction becomes apparent. Hence, employing the same general strategy
as described above, a lower exclusion limit of 3.3TeV at 95% CL is set on the
extinction mass scale using the CLs criterion.
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6.2 Search for New Phenomena with Dijet Angular Distributions

Arguing that QCD interactions predominantly are mediated via gluon exchange, the
centrality ratio Rη was introduced in Section 5.4 as an observable to differentiate
between QCD and CI processes. For substantiation Fig. 6.4 presents the s, t, and
u channel graphs characterising a 2→ 2 reaction, where s, t, and u are the usual
Mandelstam invariants. The production of new resonances can only happen via the
s channel, while Rutherford scattering for example is mediated via the t-channel
exchange of a massless vector particle, the photon. Specialising to a parton-parton
scattering process with ŝ= sx1x2, the corresponding quantities t̂ and û can be written
in terms of the scattering angle θ ∗ in the partonic centre-of-mass system as

t̂ =−ŝ
1− cosθ ∗

2
, û =−ŝ

1+ cosθ ∗

2
. (6.1)

As explained in Section 4.3, the numbering of the two final-state partons (or jets)
in such a 2→ 2 process is arbitrary for massless partons that are not differentiated
with respect to their flavour. An exchange of p3 with p4 and vice versa merely
interchanges t̂ with û and redefines θ ∗ with respect to the other parton.

Then it is interesting to have a closer look at the LO QCD 2→ 2 partonic pro-
cesses, which have first been calculated in Ref. [7]. At a pp collider the dominant
subprocesses in most of the phase space are gg→ gg, gq→ gq, and qiq j → qiq j
(i 6= j), cf. Fig. 6.5. Taking into account the t̂ ↔ û symmetry, these subprocesses
behave to a good approximation like Rutherford scattering with massless vector glu-
ons as exchange particles. Moreover, they scale roughly proportional to the colour
charges of the colliding partons, C2

A : CACF : C2
F . Hence, relative to gg→ gg the other

two subprocesses contribute proportional to CF/CA = 4/9 and (CF/CA)
2 [8, 9]. At
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times when data to determine the proton structure were still sparse, these estima-
tions were exploited in the so-called single effective subprocess approximation [10],
where only the kinematic shape of the gg channel was retained, but properly rescaled
to represent the total cross section. Summarising, QCD behaves to a good approx-
imation similarly to Rutherford scattering, while new phenomena are expected to
exhibit a more isotropic angular distribution.

Any difference in angular distribution becomes more apparent when studied in
the partonic centre-of-mass instead of the laboratory frame of reference. Rutherford
scattering for example reads

dσ̂

dcosθ ∗
∝

1
sin4 (θ ∗/2)

, (6.2)

where θ ∗ is the polar scattering angle in the partonic centre-of-mass frame. To study
deviations it is convenient to define the dijet angular variable χ as
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χ =
û
t̂
=

1+ cosθ ∗

1− cosθ ∗
= exp(2y∗) , (6.3)

where for the last transformation Formula (4.8) with y∗ = |y1 − y2| was used to
establish a simple relation to the rapidities of the two jets in the laboratory system.
Replacing cosθ ∗ in Eq. (6.2) by χ one obtains

dσ̂

dχ
∝ constant . (6.4)

Interestingly, scalar gluons can be excluded through a measurement of the χ distri-
bution as well, since [8]

dσ̂

dcosθ ∗
∝ constant → dσ̂

dχ
∝

1
(1+χ)2 . (6.5)

ATLAS and CMS, both have repeatedly searched for deviations from QCD ex-
pectations in the shape of the dijet angular distributions as a function of χ , unfolded
for detector effects and normalised to unit area [11–16]. In addition to standard
selection criteria to ensure a good data quality and full efficiency, the following
conditions are imposed:

1. the rapidities of the two leading pT jets are delimited to |y1,y2|< 2.8 (ATLAS)
and |y1,y2|< 2.5 (CMS),

2. the boost of the dijet system |yb| must be smaller than 1.10 (ATLAS) respec-
tively 1.11 (CMS),

3. the maximal allowed value of the χ variable is 30 (ATLAS) and 16 (CMS),
which effectively restricts y∗ to be smaller than 1.70 and 1.39, respectively.

Depending on the centre-of-mass energy and the size of the investigated data sam-
ples, the measurement is performed for a series of bins in dijet mass Mjj, where,
lacking any sign of new phenomena, the highest accessible mass ranges provide the
most stringent lower exclusion limits on the CI scale. Figure 6.6 presents the final χ

distributions from ATLAS at 8TeV centre-of-mass energy in comparison to SM pre-
dictions and to destructive (Λ+

LL = 8TeV) and constructive CI terms (Λ−LL = 12TeV)
in the highest mass bin.

Significant refinements that have been introduced in the course of time are the
inclusion of CI effects at NLO [17, 18], and of EW corrections [19] into the anal-
yses [13, 15, 16]. The CMS measurement [15] found first indications that EW cor-
rections, shown in Fig. 6.7 left and also included by ATLAS in Fig. 6.6, lead to an
improved agreement between data and SM predictions and hence to higher exclu-
sion limits on the CI scales.

CMS also derives limits for other chiral projections of the quark fields of the La-
grangian Eq. (5.12) and investigates the following CI scenarios with colour-singlet
couplings between quarks:
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Λ (ηLL, ηRR, ηRL)

Λ
±
LL (±1, 0, 0)

Λ
±
RR ( 0,±1, 0)

Λ
±
VV (±1,±1,±1)

Λ
±
AA (±1,±1,∓1)

Λ
±
(V−A) ( 0, 0,±1)

Here, it should be noted that for pp collisions the Λ
±
LL and Λ

±
RR models yield iden-

tical tree-level cross sections and NLO corrections, whereas in the cases of Λ
±
VV ,

Λ
±
AA, and Λ

±
(V−A), the CI predictions are identical at tree-level, but exhibit different

NLO corrections. The expected and observed limits at 95% CL from data taken at√
s = 8TeV are shown in Fig. 6.7 right for NLO CI, and for other models with ex-
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tra spatial dimensions (ADD), cf. Ref. [15] for details. The limit setting strategy of
CMS is unchanged since the beginning and employs the CLs criterion. In ATLAS,
the methods varied with time, but for the final results at 8TeV centre-of-mass energy
the same one as CMS was applied. Profiting from reduced uncertainties through the
normalisation and the insensitivity of the χ variable to PDF variations, lower exclu-
sion limits of Λ

+
LL > 8.1TeV(9.0TeV) and Λ

−
LL > 12.0TeV(11.7TeV) for ATLAS

(CMS) are achieved. The remaining uncertainties in the most sensitive high-mass
region are predominantly caused by scale variations in the theory and by the limited
amount of data.

6.3 Colour Coherence from 3-Jet Events

An important characteristic of QCD is the fact that partons produced in a hard
interaction continue to interfere with each other via the strong force through the
hadronisation phase until only colour-neutral particles are left. In particular, self-
interacting gluons make a difference with respect to electromagnetic interactions.
Multiple collinear gluon emissions can be dealt with using parton showers, cf. Sec-
tion 2.3, whose effect to a large extent is neutralised by the application of jet al-
gorithms. The kt algorithm [20] was even designed to revert the parton splittings.
Soft gluon emission, however, happens between colour-connected partons up to
rather wide angles. This manifests itself by the relative abundance of soft radia-
tion between colour-connected partons and the suppression of such radiation else-
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Fig. 6.8 Left: Display of the measured particle tracks of a 3-jet event associated with the gluon
bremsstrahlung reaction e+e−→ qqg. The event has been recorded by the PLUTO Collaboration
at DESY. Right: Illustration of the observable β in (η ,φ ) space using a 3-jet event simulated by
CMS. The sizes of the rectangular boxes are proportional to the particle energies. (Taken from
Refs. [35–37])

where. At first glance this phenomenon called colour coherence seems to spoil the
parton-shower picture of independent subsequent emissions. A solution was found
to include colour-coherence effects in the form of angular-ordered emissions, which
was first implemented in the HERWIG program [21] and later its successor HER-
WIG++ [22].

Initially, colour coherence was observed in 3-jet events produced in e+e− colli-
sions at the PETRA collider at DESY. Such 3-events, an example by the PLUTO
Collaboration is displayed in Fig. 6.8 left, served primarily to establish the ex-
istence of the carrier particles of the strong force, the gluon, via the reaction
e+e−→ qqg [23–26]. Because strongly interacting particles only appear in the final
state, effects of colour coherence can be studied as well by analysing the energy
or particle flow between the two jets attributed to the qq̄-pair on the one hand and
between each of these two jets and the third gluonic jet on the other hand. The ex-
pected relative suppression of particle production in the region between the quark
and antiquark jets has been observed by several experiments at the PETRA [27,28],
and later at the PEP [29–32], and LEP colliders [33, 34].

In hadron collisions, additional colour connections between the initial- and final-
state partons must be taken into account. Both Tevatron experiments have reported
evidence for colour coherence effects in measurements of the spatial correlations
between neighbouring jets [38,39]. The general strategy is to select events with three
jets or more, where two jets stem from the high pT interaction while a third jet with
comparably smaller pT is supposed to collect the additional soft radiation. This is in
contrast to the previously presented 3-jet analyses, where the emphasis was on high-
pT multi-jet production and the same minimal jet pT requirement was applied to all
three jets. Ordering the jets in pT, sensitive observables are constructed by studying
the separation in pseudorapidity ∆η23 = sign(η2) · (η3−η2) and azimuthal angle
∆φ23 = φ3−φ2 between the second and third jet. CDF and D0 each employ slightly
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different variants, namely, α = tan−1 (∆η23/|∆φ23|) and β = tan−1 (∆φ23/∆η23),
respectively. CMS [37] adopted, in implicit form, a definition similar to the D0 case

tanβ =
|∆φ23|
∆η23

, (6.6)

where ∆φ23 and β are understood to lie in the ranges −π ≤ ∆φ23 ≤ π and 0 ≤
β ≤ π , respectively. The absolute value of ∆φ23 in Eq. (6.6) and the sign of the
pseudorapidity of the second jet, sign(η2), in the definition of ∆η23 are introduced
to map symmetric configurations around ∆φ23 = 0 or η = 0 onto the same β value.
For ∆φ23 = 0, β is defined to be zero or π depending on the sign of ∆η23 being
positive or negative. In the case of ∆η23 = 0, which cannot happen simultaneously
with ∆φ23 = 0, β is defined to equal π/2.

In a naive LO model, one of the two partons produced back-to-back in the trans-
verse plane radiates a third parton. In the absence of colour coherence effects there
is no preferred direction of emission of this third parton around the radiating parton.
In contrast, when colour coherence effects are present, colour connections exist not
only between the final-state partons of the high pT interaction, but also to the initial-
state partons and the beam remnants. Therefore, one expects the third jet-initiating
parton to preferentially lie in the event plane defined by the emitting parton and
the beam axis. This corresponds to configurations, where jet three has the same az-
imuthal angle as jet two, but a pseudorapidity either between the direction of beam
one (η = +∞) and η2 or between beam two (η = −∞) and η2. In case jet three is
located between jet two and the closer beam direction, then β becomes zero, oth-
erwise β is equal to π . Out of plane radiation, i.e. β ≈ π/2, is suppressed in the
presence of colour coherence.

CMS analysed the 2010 data set with an integrated luminosity of 36pb−1 and
selected events, where the two leading jets, reconstructed with the anti-kt algorithm
for a jet size of R = 0.5, have pseudorapidities up to 2.5. All jets must have trans-
verse momenta above 30GeV to be accepted; the pT of the leading jet must ex-
ceed 100GeV, i.a. for triggering reasons. To ensure a back-to-back topology, the
dijet mass M12 of the leading two jets is required to be larger than 220GeV. Fi-
nally, the third jet is assured to lie in the vicinity of the second jet by imposing
0.5 < ∆R23 =

√
(∆η23)2 +(∆φ23)2 < 1.5, where the lower limit is only a very

weak constraint because of the anti-kt jet size of 0.5. If no differentiation would
be made with respect to ∆η and ∆φ and only the number of radiated jets would
be counted, then this quantity opens another way to determine the strong coupling
constant. This has been demonstrated by the D0 Collaboration using an observable
named R∆R [40].

Because colour coherence effects are expected to become stronger when the an-
gle between the second jet and the remnant beam diminishes, the study of the β

variable is performed in two situations: when the second jet is central (|η2| ≤ 0.8)
and when the second jet is more forward (0.8 < |η2| ≤ 2.5). For these two regions
the normalised β distribution is defined as
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Fη2,i(β ) =
Nη ,i

Nη

, (6.7)

where Nη ,i is the number of events in a given bin i of the β distribution within an
η2 region, and Nη is the total number of events in that η2 region. This normalisation
significantly reduces the impact of experimental systematic uncertainties and fully
eliminates the uncertainty in luminosity. The effect of additional jets through PU
collisions was kept at a negligible level by concentrating on the 2010 data set with
only two PU events per bunch crossing on average. As a consequence, an additional
binning in leading jet pT could not be applied for reasons of limited amounts of data
from the 2010 collider run.

Figure 6.9 presents for both regions in η2 the CMS measurement in comparison
to predictions by the LO MC event generators PYTHIA6, PYTHIA8, HERWIG++,
and MADGRAPH + PYTHIA6, all of which by default account for colour coherence
effects. Obviously, none of them describes the data satisfactorily. Although it is
shown in Ref. [37] for PYTHIA6 that colour coherence favours β values near zero or
π , the effect in MC is not strong enough. This is similar for PYTHIA8. MADGRAPH,
which includes the LO 2→ 3 matrix element, slightly improves the pure parton-
shower prediction by PYTHIA6. HERWIG++ finally models the data best but fails in
the forward region for β values approaching π . In summary, there is much room for
improvement in the description of colour coherence effects by MC event generators.
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Fig. 6.9 Measured β distributions, corrected for detector effects, in comparison to predictions by
the LO MC event generators PYTHIA6, PYTHIA8, HERWIG++, and MADGRAPH + PYTHIA6 in
the central (|η2| ≤ 0.8) and forward (0.8 < |η2| ≤ 2.5) regions. The error bars show the statistical
uncertainties, while the yellow shaded bands correspond to the combined systematic uncertainty.
(Taken from Ref. [37])
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Fig. 6.10 Sketch of two partons i and k from one proton and two partons j and l from a second
proton participating in a DPS with the two simultaneous processes A(i j→ ab) and B(kl→ cd).

6.4 Double Parton Scattering in 4-Jet Events

Multiple parton interactions have been introduced in Chapter 2 as a means to model
the underlying event [41]. Soft particles are produced in addition to the high-pT
process of interest, which is calculated perturbatively following Eq. (6.8) under the
assumption that collinear factorisation holds:

dσ = ∑
i, j

∫
fi/p(x1,µ f ) · f j/p(x

′
1,µ f )×dσ̂(i j→ab)(x1,x′1,µr,µ f )dx1dx′1 , (6.8)

where i, j are the initial-state parton flavours and fi/p, f j/p are the probabilities to
find a parton i or j with momentum fraction x1 respectively x′1 in the proton at fac-
torisation scale µ f . The parton-level cross section dσ̂(i j→ab) for process i j → ab
depends on the momentum fractions x1, x′1 and the factorisation and renormalisa-
tion scales µ f and µr. This naive picture of only one interacting parton from each
colliding hadron to participate in a high-pT reaction with only longitudinal degrees
of freedom has been applied very successfully to an enormous amount of, in particu-
lar, inclusive processes. Approaching small transverse momenta though, this picture
must fail, because the respective cross sections grow in an unlimited fashion and fi-
nally would violate unitarity, i.e. become even larger than the total cross section.
Hence, the assumptions need to be modified to regularise the otherwise unlimited
growth. The fact that at pT values of a few GeV protons are probed at fractional
momenta x of 10−3 and below, where the parton densities fi/p(x,µ f ) increase dra-
matically, suggests to consider the possibility of two semihard simultaneous parton-
parton scatters within the same proton-proton collision. In contrast to the usual sin-
gle parton scattering (SPS) this type of process is called double parton scattering
(DPS). A sketch of such a reaction is shown in Fig. 6.10.
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Accepting DPS as the strategy to stabilise the SPS predictions at low pT, one
needs to address the issue of joint probabilities Hi,k/p(x1,x2,µ f ,A,µ f ,B) to find a
parton i with momentum fraction x1 and at the same time a second parton k with
momentum fraction x2 within the same proton p at scales µ f ,A and µ f ,B character-
istic for the two simultaneous processes A(i j→ ab) and B(kl→ cd), cf. Fig. 6.10.
Neglecting again intrinsic transverse momenta kT,i and kT,k, and ignoring potentially
strong correlations in longitudinal momentum, the poorly known double-parton dis-
tribution functions H (DPDFs) are approximated by a product of the usual single
PDFs

Hi,k/p(x1,x2,µ f ,A,µ f ,B) = fi/p(x1,µ f ,A) · fk/p(x2,µ f ,B) . (6.9)

Of course, four-momentum conservation x1 + x2 ≤ 1 is implicitly assumed, so that
following Refs. [42–44] the cross section for the DPS process A+B can be written
in a simplified form in terms of a process-independent effective cross section σeff

dσ
DPS
A+B =

m
2 ·σeff

∑
i, j,k,l

∫
Hi,k/p(x1,x2,µ f ,A,µ f ,B) ·H j,l/p(x

′
1,x
′
2,µ f ,A,µ f ,B)×

dσ̂
A
i j(x1,x′1,µ f ,A)dσ̂

B
kl(x2,x′2,µ f ,B)dx1dx2dx′1dx′2 , (6.10)

where m is a symmetry factor that is equal to unity for indistinguishable final states
and two otherwise. Applying Eq. (6.9), integrating over the selected analysis phase
space, and solving the equation for σeff one obtains

σeff =
m
2

σA ·σB

σDPS
A+B

, (6.11)

where σA and σB are the cross sections for the independent processes A and B. In
this simple picture, σeff is a measure of the overlap in transverse size of the parton
distributions in the colliding hadrons. A naive geometrical interpretation leads to an
estimate of σeff ≈ πR2

p ≈ 50 mb, where Rp is the proton radius. The validity of the
presented approach relies on a couple of assumptions. For a recent critical overview
please cf. Ref. [45].

To maximise the potential production rate of DPS events, one of the two pro-
cesses A and B is usually identified with inclusive dijet production, i.e. pp→ j j+X .
For the second process a number of possibilities have been investigated. The largest
production rate is expected for a second jet pair leading to 4-jet production, which
has to be differentiated kinematically from higher-order SPS reactions with 4+X
jets. This will be studied closer further below; relevant measurements are found
in Refs. [46–49]. A disambiguation of the final state in terms of pairs of high-pT
objects can be achieved by requiring two out of the four jets to be b-tagged as
proposed in [44]. Alternatively, processes with smaller cross sections but distin-
guishable final state are chosen for the second reaction, e.g. inclusive γ + jet+X
or W (→ lν) + X production leading to final states of γ + 3jets+ X [50–52] and
W (→ lν)+2jets+X [53, 54]. Double Drell–Yan production has been discussed in
theory [55, 56], but not yet been measured, because the expected cross sections are
too small. This topic has recently been re-addressed in the context of discrepancies
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between experiment and theory for W+W− and ZZ production at the LHC [57].
Another proposal is like-sign WW production, where SPS background processes
are suppressed compared to the W+W− case [58].

To differentiate DPS from high-multiplicity SPS events, the particular properties
of DPS events must be exploited: the jet pair (both jet pairs in 4-jet production)
should be in a back-to-back orientation in the transverse plane and the azimuthal
angle between the vectors of the final-state objects of the leading scattering and the
lower-pT jet pair should be uncorrelated, i.e. randomly oriented. Specialising to 4-jet
events, three observables, supposedly sensitive to DPS, can be defined as follows:

(i) the azimuthal angular separation between the jets of the lower-pT (soft) jet pair

∆φsoft = |φ (j1soft)−φ (j2soft)| ; (6.12)

(ii) the balance in transverse momentum of the two lower-pT jets relative to their
scalar jet pT sum

∆
rel
soft pT =

|~pT (j1soft)+~pT (j2soft)|
|~pT (j1soft)|+ |~pT (j2soft)|

; (6.13)

(iii) the azimuthal angular separation between the high- (hard) and low-pT (soft)
dijet pairs

∆S = arccos
(

~pT(j1hard, j2hard)∗~pT(j1soft, j2soft)

|~pT(j1hard, j2hard)| · |~pT(j1soft, j2soft)|

)
. (6.14)

Here, ~pT are the transverse momentum vectors of the soft or hard jets j1, j2, or of a
jet pair (j1,j2).

The differential distributions in all three observables are normalised and hence
examined for shape differences only to eliminate or reduce significantly experimen-
tal and theoretical systematic uncertainties. In addition, ATLAS and CMS restricted
so far their analyses to the 2010 data set, where only 1-3 PU collisions occurred
per bunch crossing. Although the azimuthal angular separation ∆φsoft between the
soft jets significantly favours values close to π in the DPS case, this quantity was
nevertheless found to be too sensitive to effects of PU collisions rendering it inef-
ficient in distinguishing DPS from SPS events. ∆ rel

soft pT, where small pT imbalances
are preferred in DPS, and ∆S, where SPS events accumulate at values close to π ,
proved to be more effective. Figure 6.11 shows, as an example, the normalised dif-
ferential cross sections as functions of ∆ rel

soft pT and ∆S for 4-jet production as mea-
sured by CMS [49]. The data are compared to dijet LO+PS (PYTHIA8, HERWIG++),
multi-jet LO+PS (SHERPA, MADGRAPH +PYTHIA6), and dijet NLO+PS (POWHEG
+PYTHIA6) predictions, all complemented with hadronisation and MPI except for
one example using POWHEG +PYTHIA6, where the MPI have been switched off.
Without MPI, larger excesses are observed in data for small values of ∆ rel

soft pT and
∆S, indicating a lack of DPS events. Including the MPI in the event generation,
the data are better described, but particularly for the ∆S observable the MC pre-
dictions vary too much among themselves preventing to extract reliably a value for
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σeff from 4-jet final states. The situation is better for W+2-jet production and tem-
plate fits could be performed successfully in the ATLAS [53] or CMS analyses [54].
Figure 6.12 presents the decomposition of the data into a DPS signal and an SPS
background component for the corresponding ∆ rel

soft pT and ∆S observables of the
W+2-jet template fit of CMS.

In both analyses, σeff has been derived as

σeff =
σW+0−jet ·σ2−jet

σDPS
W+2−jet

. (6.15)

Such exclusive event selections, however, are in conflict with Equation (6.11) that
implies the processes A and B to be inclusive. Otherwise, σeff would not be defined
independently of the choice for the two scattering processes. This bias of exclusive
event selections has correctly been considered in the W+2-jet studies of ATLAS
and CMS.

A summary of all σeff determinations from various final states is presented in Ta-
ble 6.1 and Fig. 6.13. In contrast to the discussed ATLAS and CMS studies of W+2-
jet final states, the CDF analysis in Ref. [50] involves an exclusive event selection
for exactly one photon and three jets, which has been subjected to a correction for
this selection bias only later in Refs. [59,60]. Furthermore, for 8TeV centre-of-mass
energy a preliminary study from CMS gives a lower limit on σeff of 5.9mb at 95%
CL [61].

In conclusion, the existence of double parton scattering has been firmly estab-
lished. The exact value of the only model parameter, the effective cross section σeff
however, remains to be determined more accurately under consideration of all po-
tential biases.

6.5 Multi-Jet Radiation and Azimuthal Decorrelation

A seemingly simple observable is the dijet azimuthal decorrelation ∆φdijet, which
is defined as the azimuthal angular separation between the two jets in an event that
define the dijet system:

∆φdijet = |φjet1−φjet2| . (6.16)

For a 2→ 2 process without initial pT, momentum conservation forces the two jets
originating from the final-state partons to be produced back-to-back in the transverse
plane. The azimuthal angular separation ∆φdijet between the two jets hence equals
π . Any disturbance of this simple topology leads to deviations from ∆φdijet = π and
decorrelates the azimuthal angles of the two jets. Following Refs. [62, 63], the dijet
system initially was defined by D0 in terms of the most forward and most backward
jets above some jet pT threshold [64].1 By studying the azimuthal decorrelation as
a function of the rapidity separation it was hoped to find effects of BFKL evolu-

1 Hadronisation corrections, not described within this publication, can be found in Ref. [65].
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Fig. 6.11 Normalised differential cross section as a function of ∆ rel
soft pT (left) and ∆S (right) for

4-jet production in comparison to predictions from various MC event generators. For illustration
purposes, the POWHEG +PYTHIA6 prediction is also presented with MPI switched off (POWHEG
+P6 Z2’ MPI off). (Taken from Ref. [49])
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Fig. 6.12 Template fits of SPS background and DPS signal to data for the ∆ rel
soft pT (left) and ∆S

distributions (right) in W+2-jet final states as measured by CMS. (Taken from Ref. [54])
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Table 6.1 Summary of σeff determinations by the AFS, UA2, CDF, D0, ATLAS, and CMS collab-
orations for various final states. If two uncertainties are given, the first one represents the statistical
and the second one the systematic component of the uncertainty.

Experiment
√

s/GeV Final state pT range/GeV η/y range(s) σeff/mb

AFS [46] 63 4 jets E jet
T ≥ 4

∣∣η jet
∣∣< 0.9 ≈ 5

UA2 [47] 630 4 jets E jet
T > 15

∣∣η jet
∣∣< 2 > 8.3(95%C.L.)

CDF [48] 1800 4 jets pjet
T > 25

∣∣η jet
∣∣< 3.5 12.1+10.7

−5.4

CDF [50] 1800 γ +3 jets
E jet

T > 5
∣∣η jet

∣∣< 4.2
14.5±1.7+1.7

−2.3E jet2
T < 7

Eγ

T > 16 |ηγ |< 0.9

D0 [51] 1960 γ +3 jets
pjet

T > 15
∣∣yjet
∣∣< 3.0

16.4±0.3±2.3pjet1
T > 25 |yγ |< 1.0

60 < pγ

T < 80 1.5 < |yγ |< 2.5

D0 [52] 1960
γ +3 jets pjet1

T > 15
∣∣η jet

∣∣< 2.5 12.7±0.2±1.3
15 < pjet2,3

T < 35 |yγ |< 1.0
γ + c/b jet +2 jets pγ

T > 26 1.5 < |yγ |< 2.5 14.6±0.6±3.2

ATLAS [53] 7000 W (→ lν)+2 jets
pjet

T > 20
∣∣yjet
∣∣< 2.8

15±3+5
−3pl

T > 20 |ηµ |< 2.4
|ηe|< 1.37 1.52 < |ηe|< 2.47

CMS [54] 7000 W (→ µν)+2 jets pjet
T > 20

∣∣yjet
∣∣< 2.0 20.7±0.8±6.6

pµ

T > 35 |ηµ |< 2.1

CMS [49] 7000 4 jets pjet
T > 20

∣∣η jet
∣∣< 4.7 —

pjet1,2
T > 50

CDF result [50] corrected for exclusive selection bias by Bähr et al. [59, 60] 12.0±1.4+1.3
−1.5
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Fig. 6.13 σeff versus pp (pp̄) centre-of-mass energy (left) and comparison of σeff determinations
by the AFS, UA2, CDF, D0, ATLAS, and CMS collaborations (right) both for various final states.
The left plot also shows the CDF value corrected in [59, 60] for the exclusive selection bias. The
right plot provides two additional points from the more recent measurement by D0. (Taken from
Refs. [52, 54])
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Fig. 6.14 Illustration of different event topologies with up to four jets and the accessible ranges in
azimuthal decorrelation ∆φdijet. (Taken from Ref. [67])

tion, cf. 2.3. Here, the emphasis will be on the decorrelation in ∆φdijet of the two
jets leading in pT as a consequence of multi-jet production as first investigated by
D0 [66] at the Tevatron. Figure 6.14 illustrates various event topologies with up to
four jets and the associated ranges in ∆φdijet.

Non-perturbative effects of multiparton interactions or hadronisation perturb the
correlation between the two leading jets only mildly and ∆φdijet ≈ π still holds. The
production of a third high-pT jet, however, leads to a decorrelation in azimuthal an-
gle. The smallest achievable value of ∆φdijet = 2π/3 (or 120◦) in this case is reached
with a symmetric star-shaped 3-jet configuration. Fixed-order calculations for 3-jet
production with up to four outgoing partons (∝ α4

S ) like from NLOJET++ [68, 69].
provide NLO predictions for this region. If more than three jets are produced, the az-
imuthal angle between the two leading jets can approach zero, although very small
angular separations are suppressed for jets with small rapidity separations because
of finite jet sizes for a particular jet algorithm with jet radius R. The measurement of
the dijet azimuthal angular decorrelation is therefore a very interesting tool to gain
insight into multi-jet production processes without actually measuring jets beyond
the leading two.

The actually considered observable is the dijet differential cross section nor-
malised by the inclusive dijet cross section, σdijet, integrated over ∆φdijet:

1
σdijet

· dσdijet

d∆φdijet
. (6.17)

In addition, the phase space is subdivided into bins of the leading jet pT, pT,max.
By normalising the ∆φdijet distribution to the total dijet cross section σdijet within
slices of pT,max, many experimental and theoretical uncertainties are reduced. NP
corrections are negligible.

Measurements at the LHC have been reported for 7TeV centre-of-mass energy by
the CMS [70] and ATLAS collaborations [71] and recently at 8TeV by CMS [72].
Figure 6.15 presents the measurement by CMS at

√
s = 8TeV with 19.7fb−1 of

integrated luminosity for seven bins in pT,max ranging from 200GeV up to 2.2TeV.
Azimuthal angular separations below ∆φdijet = π/2 and down to zero are covered
for the first time.
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The data are compared to fixed-order predictions and here some subtleties arise.
As described above, 2-parton final states only contribute to the last bin including
∆φdijet = π , while 3-parton final states cover the range 2π/3 ≤ ∆φdijet < π , which
is well described by 3-jet NLO calculations, if, depending on pT,max, π is not ap-
proached too closely. The bin including ∆φdijet = π can be computed as

1
σdijet

·
π∫

π−∆φ0

dσdijet

d∆φdijet
d∆φdijet , (6.18)

where ∆φ0 is the bin width. At dijet LO for the integral and the normalization fac-
tor the result is unity. At dijet NLO for both, some portion of the real correction
corresponding to 3-parton final states lies outside the range [π−∆φ0,π] leading to
predictions smaller than unity. Excluding the limit ∆φdijet = π , a 3-jet NLO predic-
tion becomes negatively singular when approaching π , because collinear and soft
gluon radiation leads to enhanced logarithmic terms that spoil the convergence of
the perturbative series. In this limit, a resummation becomes necessary, which has
been discussed in Ref. [73]. Recent developments including all-order soft-gluon re-
summation up to next-to-leading logarithmic level are presented in Refs. [74, 75].

In the other direction towards smaller ∆φdijet, the 3-jet NLO also comprises 4-
parton configurations and extends the predictions below ∆φdijet = 2π/3, but only at
4-jet LO precision with ensuing larger scale uncertainties. In the previous publica-
tions by D0, CMS, and ATLAS, Refs. [66,70,71], it was claimed that the data in the
region π/2 ≤ ∆φdijet < 2π/3 are above the 4-jet LO calculations by up to factors
of four. In Ref. [67] it could be shown that this is mostly due to a misconception
when forming the ratio of Eq. (6.17). Programs like NLOJET++ deliver differential
cross-sections up to a given order in pQCD, but they do not provide directly the
expansion in αS for a ratio R of two cross sections σA and σB. By means of expan-
sion in αS it can be shown though that the ratio R = σA/σB, where each of the two
cross sections is given at the same relative order in αS, e.g. NLO, is again correct to
the same relative order up to terms beyond, as in this example, NLO precision. Of
course, this is also a key concept applied in the previous Chapter 5 on cross section
ratios. If numerator and denominator are derived in different relative orders, cancel-
lation effects between theoretical uncertainties are compromised, which leads to an
artificially increased renormalisation scale dependence as discussed with respect to
jet shapes in Ref. [76].2

The difference between ratios from Chapter 5 and a normalised quantity like
∆φdijet is simply the fact that here the denominator represents one normalisa-
tion factor for the whole distribution instead of a separate number in each phase-
space bin for a ratio. The above-mentioned misconception lies with the fact that in
Refs. [66,70] the 4-jet LO region π/2≤ ∆φdijet < 2π/3 was normalised by the same
NLO dijet cross section as in the 3-jet NLO region of 2π/3≤ ∆φdijet < π . Normal-
ising to the LO dijet cross section instead, as done in Fig. 6.15, data are much better
described by the consistent LO theory. This can even more explicitly be demon-

2 See explicitly Sections 3.1 and 4.
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Fig. 6.15 Normalised dijet cross section measured by CMS at
√

s = 8TeV as a function of ∆φdijet
for seven regions in pT,max, scaled for visibility by the indicated factors. The error bars on the data
points comprise statistical and systematic uncertainties. Overlaid on the data are predictions (line)
from LO (π/2 ≤ ∆φdijet < 2π/3) and NLO (2π/3 ≤ ∆φdijet ≤ π) calculations using the CT10-
NLO PDF set. PDF, αS, and scale uncertainties are added quadratically to give the total theoretical
uncertainty that is indicated by the hatched regions. (Taken from Ref. [72])

strated by comparing the ratio of data over theory for the two cases as presented in
Fig. 6.16 left, adapted from a preliminary study by CMS [77], and right from their
final publication [72]. In addition, a reduction of the scale uncertainty from roughly
+45
−30% to +30

−20% becomes apparent.
Another issue further discussed in Ref. [67] concerns the selection of the leading

jets in an event. In case of the DO and CMS analyses it is guaranteed that only those
events are kept, where the two jets leading in pT lie within the |y| range of the final
selection. CMS for example accepts initially jets up to |y|= 5. For ATLAS [71], the
unfavourable situation can occur that at least one of the leading jets is removed in the
initial selection of |yjet| < 2.8 leading to very small azimuthal angular separations
already for the 3-jet case. The clear separation between the 3-jet and 4-jet region
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band represents the scale uncertainty of the theory. In addition to the central theory prediction
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the respective pT,max bin and to the LO one (right). (Adapted from Refs. [72, 77])

thus is lost. More appropriate comparisons by ATLAS of up to 4-jet observables to
NLO predictions can be found in Ref. [78].

In addition to fixed-order comparisons, dijet azimuthal decorrelations serve to
improve the usual LO and multijet improved MC event generators, because they
are in particular sensitive to effects of initial state radiation. Further very interest-
ing studies with dijet azimuthal decorrelations, possible already now, comprise the
NLO for 4- and 5-jet production [79, 80] and the NLO dijet and 3-jet production
matched with parton showers [81, 82]. As a final remark, Ref. [83] points out an-
other observable definition to look into dijet azimuthal decorrelations that is also a
promising candidate for a determination of the strong coupling constant αS(MZ). A
first investigation has been published by the D0 Collaboration [84].

6.6 Multi-Jet Production and Event Shapes

Previous observables always made use of a particular number of jets and their indi-
vidual kinematic properties or relations between two of them. When studying multi-
jet production, however, it might be even more interesting to characterise events in
a global manner without referring to individual jets. Quantities that describe events
by one continuous dimensionless number, generically denoted by F in the follow-
ing, are called event shapes. They are calculated from a set of 4-vectors of the final
state of a collision, where these 4-vectors might be associated to jets or to individual
particles for example. Of course, to compare measured distributions to perturbative
QCD, event shapes need to be defined such that they are insensitive to the details of
soft non-perturbative effects of QCD, i.e. they have to satisfy the same condition as
“good” jet algorithms of being collinear- and infrared-safe, cf. Eqs. (2.27).
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Since event shapes can also be calculated from e.g. all final-state particles, they
might not even refer to jets at all! A recent example is given by the ATLAS study on
event shapes from charged particles [85]. In fact, the first notion of event shapes [86,
87] predates that of jets, although the terms thrust and sphericity were coined only
later [88,89], roughly about the same time as the first proposed jet algorithm [90]. In
these early studies of e+e− collisions, the main interest was to differentiate between
a 2-jet-like structure favoured by QCD and the expectations from alternative models.
For a 2-to-2 scattering like e+e−→ qq̄→ hadrons, a pencil-like momentum flow is
predicted. The first evidence of jet production was established in 1975 making use of
sphericity [91], which is, however, not collinear- and infrared safe, because squares
of momenta enter in its computation. A modification making use only linearly of
the momenta is suggested in [92] under the name of spherocity. The thrust T is also
a safe event measure. It is defined as the normalised sum of the projections of all
momenta onto the event axis, the thrust axis~nT , that maximises T :

T := max
~n,~n2=1

∑i |~pi ·~n|
∑i |~pi|

=
∑i |~pi ·~nT |

∑i |~pi|
. (6.19)

The thrust value varies between T = 1 for a strictly linear orientation of all momenta,
where the thrust axis coincides with this direction, and T = Tmin with Tmin = 0.5 in
case of a completely spherically symmetric distribution of the produced hadrons in
e+e− annihilation. For practical reasons, event shapes F are defined to equal zero
for the simplest possible configuration of final-state momenta as in the respective
tree-level Feynman diagrams. Hence, thrust is redefined to τ := 1−T .

While in e+e− collisions the relation between the thrust axis ~nT and the outgo-
ing back-to-back qq̄ pair is straightforward, this is less simple for lepton-hadron
or hadron-hadron scattering. In DIS, the strategy is to examine an event in the
Breit frame of reference where the incoming parton is back-scattered by the purely
space-like photon exchanged with the electron probe. The hemisphere with only the
back-scattered quark, the so-called current hemisphere, can then be treated as ana-
logue of half a e+e−→ qq̄ event. Relevant measurements have been reported by the
H1 [93–95] and ZEUS collaborations [96, 97]. A topical review of event shapes in
e+e− and ep scattering is presented in Ref. [98].

For hadron-hadron collisions the centre-of-mass system cannot be determined
because of its unknown longitudinal boost. Therefore, events are analysed in the
plane perpendicular to the beam directions, where the vectors of all transverse mo-
menta ideally sum up to the null vector. In addition, experimental constraints due to
the beams delimit the measurements to pseudorapidities below some maximal value
ηmax. This limitation has consequences on the theory side with respect to resumma-
tions as discussed in Refs. [99, 100], Correspondingly, such event shapes are called
e.g. central transverse thrust. Because all event shapes investigated experimentally
so far are of the “central” type, this will be omitted in the following. Transverse
thrust is then defined as
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τ⊥ = 1−T⊥ = max
~n,~n2=1

∑
|ηi|<ηmax

~p⊥,i ·~n

∑
|ηi|<ηmax

∣∣~p⊥,i
∣∣ =

∑
|ηi|<ηmax

~p⊥,i · ~nT

∑
|ηi|<ηmax

∣∣~p⊥,i
∣∣ , (6.20)

where in this 2-dimensional case the maximal value of τ = 1−T is 1−2/π . With
the help of the thrust axis ~nT and the plane perpendicular to it, events can again be
divided into two hemispheres. Since the orientation into a plus and minus direction
of ~nT is accidental, it is not useful to differentiate the two hemispheres in that as-
pect alone. However, for each hemisphere one can calculate separately e.g. the jet
broadening, or the jet mass as

B± =
1

2PT
∑
i∈±

pT,i

√
(ηi−η±)2 +(φi−φ±)2 , and (6.21)

ρ± =
1

P2

(
∑
i∈±

pi

)2

=
M2
±

P2 . (6.22)

Here, P (PT ) are the sum of all (transverse) momenta of all jets, while the sums
with i ∈ ± run separately over all jets i with (transverse) momenta (pT,i) pi, pseu-
dorapidities ηi, and azimuthal angles φi within either the + or − hemisphere. The
pseudorapidities η± and azimuthal angles φ± of each hemisphere are defined as

η± =

∑
i∈±

pT,i ·ηi

∑
i∈±

pT,i
, and (6.23)

φ± =

∑
i∈±

pT,i ·φi

∑
i∈±

pT,i
. (6.24)

With these definitions, the total jet broadening and total jet mass are derived as
Btot = B+ +B− respectively ρtot = ρ+ + ρ−. In contrast to somewhat misleading
statements in Ref. [101], all three quantities, τ⊥, Btot, and ρtot, are identically zero
for 2→ 2 processes at the level of massless partons of a fixed-order calculation.3So
values close to zero characterise the 2-jet likeness of an event, while deviations
from zero require at least one additional parton to be resolved. It is possible to
characterise this without referring to any event axis or hemispheres by using the n-
jet resolution parameter. For example to differentiate between 2-jet- and 3-jet-like
events, one defines for the chosen jet algorithm the dimensionless distance, where a
3-jet configuration is merged into a 2-jet configuration, as 3-jet resolution parameter
Y23. So instead of classifying events into n-jet events by means of a jet algorithm,
one characterises the n-jet likeness by a continuous dimensionless quantity, Yn,n+1,
derived from the jet algorithm. In case of Y23, if only two partons (jets) existed
right from the beginning, an infinite resolution corresponding to Y23→ 0 would be

3 Experimental effects can lead to τ⊥ and ρtot being non-zero even for dijet events, while Btot and
Y23 require at least three jets for that to happen.
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required. So also Y23 is zero in the 2-jet or 2-parton limit. Other event shapes are
in use like the C and D parameters [102] or Fox–Wolfram moments [103], some of
which go beyond the characterisation of the 2-jet likeness of an event. A quantity
related to the C parameter, the energy-energy correlation EEC [104, 105] has been
used by ATLAS to determine a value of the strong coupling constant αS(MZ) [106].
Measurements on event shapes performed at previous hadron-hadron colliders can
be found in Refs. [107, 108] (Spp̄S) and [109–112] (Tevatron). For further reading
on the theory perspective cf. Refs. [99, 100].

Figure 6.17 presents as an example the measurements of transverse thrust τ⊥,
total jet broadening Btot, and 3-jet resolution parameter Y23 by CMS [101]. The
normalised distributions have been determined from the 2011 data set at

√
s = 7TeV

that corresponds to 5fb−1 of integrated luminosity. Events are selected, if the two
jets leading in pT lie within the central detector with pseudorapidities of η < ηmax =
2.4. For the computation of the event shapes, jets within the same η range and a
minimal pT of 30GeV are used. In addition, the phase space is subdivided into five
bins of leading jet pT with a minimum of 110GeV. The example plots of Fig. 6.17
are chosen to be the ones for the largest leading-jet pT bin of pT,1 > 390GeV.

In the middle panel, ratios of MC over data are shown for the predictions of the
2-jet LO+PS MC event generator PYTHIA6 with three different tunes, Z2, Perugia-
P0, and D6T, cf. Chapter 2. Significant deviations are observed for all tunes in all
distributions, particularly for high values of the event shapes corresponding to multi-
jet production. The best description among these three is given by the Perugia-P0
tune. The bottom panels provide the same ratio for the 2-jet LO+PS event generator
programs PYTHIA8, tune 4C, and HERWIG++ with default tune of version 2.3, and
for the tree-level multi-jet LO+PS predictions by MADGRAPH +PYTHIA6 with tune
Z2. As expected, discrepancies are found in the multi-jet region between the 2-jet
LO+PS generators and the data. PYTHIA8 works slightly better than HERWIG++.
In contrast, MADGRAPH +PYTHIA6 well describes the measurements over most of
the phase space. Astonishingly, almost the inverse behaviour was reported in the
very first measurement of event shapes at the LHC, also by CMS [113], for a much
smaller data sample. A similar ATLAS study on data from 2010 [114] found a slight
advantage in the description of their data by PYTHIA6 with a different tune Peru-
gia2010, and by the multi-jet LO prediction by ALPGEN with HERWIG +JIMMY
for the parton shower, hadronisation, and MPI event generation steps.

Although calculable for example with the NLOJET++ program, comparisons
to fixed-order predictions at NLO have not been performed yet at the LHC, pre-
sumably because past experience from e+e− collisions demonstrate the importance
of resummation in predicting event shape distributions. Owing to the big progress
made by the theory community, in many cases it is possible now to combine NLO
with parton showers. In an investigation of event shapes for the Z+jet process, it
was found by CMS [115] that the best description of the data is given by NLO+PS
events as produced by POWHEG matched to PYTHIA6, tune Z2, for the remaining
event generation steps. With the advent of NNLO predictions for jet or W/Z+jet
production [116–119], interest in event shapes should increase beyond their current
use in MC generator tuning efforts.
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Fig. 6.17 Measured distributions of logarithmic transverse thrust τ⊥ (top left), total jet broadening
Btot (top right), and 3-jet resolution parameter Y23 (bottom left) in comparison to predictions from
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the statistical uncertainty on the data. The middle and bottom panels show the ratios of the different
MC predictions to the data, where the yellow bands correspond to the quadratic sum of statistical
and systematic experimental uncertainties. (Adapted from Ref. [101])

6.7 Jet Shapes and Jet Substructure

In contrast to jet cross sections and related quantities, the use of event shapes permits
to examine the structure of a collision as a whole. In some sense, the jet resolution
is decreased such that everything is clustered into only one object, the event. Going
the opposite direction, one can ask what we can learn from looking inside the jets.
An obvious topic for studies within QCD is, of course, to identify and analyse dif-
ferences in jets caused by the different flavours of partons initiating a jet, i.e. light
quarks, gluons, and the heavier charm and bottom quarks. top quarks decay already
at timescales before the onset of the fragmentation process and can not be consid-
ered as primary partons per se. Instead, the fragmentation of their decay products
needs to be studied.
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A new situation arises at the LHC, where transverse momenta well beyond the
particle masses can be reached. Under such conditions the hadronic decay products
are not anymore isolated in different jets, but appear as components of one large
(fat) jet. With respect to the production and decay of Higgs bosons this has first
been investigated in Ref. [120]. Dedicated studies on boosted top quarks have been
performed in Refs. [121] and [122], while a more general discussion also including
Z and W bosons can be found in Ref. [123]. The possibility to differentiate such
jets initiated by heavy boosted objects from “normal” QCD jets initiated by quarks
(without top) and gluons has the potential for a big impact not only to identify
known, but also new massive particles. Hadronically decaying Z′ or t ′ resonances
for example would give rise to jets with two or three, respectively, high-energetic
subcomponents that need to be isolated from QCD related background by so-called
jet cleaning or grooming techniques. Several such techniques have been developed:
jet filtering [120], jet trimming [124], and jet pruning [125]. In this context, the
investigation of jet substructure has attracted much attention and even lead to the
creation of a dedicated series of workshops on “Boosted Object Phenomenology,
Reconstruction and Searches in HEP (BOOST)” starting in 2009 at the SLAC Na-
tional Accelerator Laboratory in Menlo Park, California. Within the scope of this
work, it is impossible to do justice to this dynamically developing field that essen-
tially merits a review of its own, cf. e.g. Refs. [126] and [127]. In the following, two
observables are discussed with respect to the differentiation of (light) quark- and
gluon-initiated jets.

Focusing on the internal structure of jets, the profile of the distribution of trans-
verse momentum within a jet can be examined. For this type of observable the term
jet shape has been coined [128, 129]. The differential jet shape ρ(r) as a function
of the distance ri =

√
(∆i,jety)2 +(∆i,jetφ)2 to the jet axis is defined as the average

fraction of jet pT contained inside an annulus of inner radius ra = r−∆r/2 and
outer radius rb = r+∆r/2 for an ensemble of N jets:

ρ(r) =
1
N ∑

jets

1
∆r

∑ra≤ri<rb
pT,i

∑ri≤R pT,i
, (6.25)

where the second sum runs over all jet constituents i. As described in Ref. [76],
for fixed-order calculations one has to pay attention to normalise to the same rel-
ative order as the numerator to avoid an artificially large µr dependence, compare
Section 6.5. The integrated jet shape Ψ(r) is then given by the integral of the differ-
ential jet shape up to a radius r, cf. the illustrations in Fig. 6.18 right, upper panel.
Conventionally, measurements are presented in terms of 1−Ψ(r = rcore), where
rcore is taken to be 0.3 [130]. Jet shapes have been measured at the Tevatron by the
CDF [129, 130] and D0 [131] experiments and at HERA by the ZEUS [132–134]
and H1 [135] collaborations. An analysis specialising to b-jets is reported by CDF
in Ref. [136].

Figure 6.18 left shows a CMS measurement [137] of the differential jet shape,
for the example of the jet pT interval 110 < pT < 125GeV, in comparison to several
dijet LO MC event generators at particle level. While HERWIG++ and PYTHIA8
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predict somewhat broader jet shapes than measured, the PYTHIA6 tunes D6T and
Z2 deviate in the opposite direction. The best description of the data is given by
PYTHIA6 with the tune Perugia2010, which is similarly observed in an investigation
by the ATLAS Collaboration [138]. By employing this tune for the integrated jet
shape, shown in the form of 1−Ψ(r = 0.3) as a function of the jet pT in Fig. 6.18
right, ATLAS demonstrates the sensitivity of this observable with respect to the jet-
initiating parton. At small jet pT the examined inclusive jet sample is predominantly
composed of gluon jets, while with increasing jet pT the quark-initiated component
grows. In the figure, the change in the fraction of quark-initiated to gluon-initiated
jets is averaged over the jet rapidity up to |y|< 2.8. If studied double-differentially,
a mild dependence on |y| of this fraction is observed as expected. The sensitivity of
jet shapes to non-perturbative effects and modelling uncertainties, however, prevents
an extraction of the quark-gluon jet fraction. Instead, they provide valuable input to
the tuning of these effects in MC event generators.
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Fig. 6.18 Left: Differential jet shape ρ(r) as a function of the distance r from the jet axis for jets
with 110 < pT < 125GeV from CMS. The data are compared to various tunes of the PYTHIA6 and
to the PYTHIA8 and HERWIG++ event generators. Right upper panel: Illustration of the jet shape
observables. Right lower panel: Integrated jet shape 1−Ψ(r = 0.3) as a function of the jet pT from
ATLAS. The data are compared to the prediction for gluon-initiated and quark-initiated jets using
the PYTHIA6 MC event generator with tune Perugia2010. (Adapted from Refs. [137, 138])

Perturbatively, the internal structure of jets is determined by multiple emissions
of gluons and depends on the type of initiating parton, i.e. a quark or gluon. Per-
turbative QCD predicts that gluon-initiated jets are broader in shape with a higher
particle multiplicity on average. More precisely, the average multiplicity of any type
of object in a gluon jet should roughly be about CA/CF = 9/4 times larger than that
in a quark jet [8], in accordance with the larger effective squared colour charge of a
gluon, CA, than that of a quark, CF . Similarly, the multiplicity distribution of a gluon
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jet should be wider by a factor of
√

CA/CF than that of a quark jet [8]. Therefore,
it is possible to differentiate statistically between gluon and quark jets by looking
into the jet substructure. It should be noted though that strictly speaking the concept
of quark and gluon jets is not well-defined beyond LO in pQCD, because higher-
order processes cannot be uniquely attributed to a particular LO final-state flavour
composition [139]. Nevertheless it is useful to look into alternatives to jet shapes,
which are sensitive to non-perturbative effects, for differentiating between jet types.
One such proposition [140–142] consists in counting the average number of subjets
resolved at a particular jet distance ycut that is smaller than the one used for the ini-
tial clustering of the jets. Averaging over a sample of jets, one defines the average
subjet multiplicity 〈M〉. An obvious candidate algorithm for undoing again a first jet
clustering is the kt jet algorithm as suggested in Ref. [140] and used in the measure-
ments by D0 [143] as well as by the H1 and ZEUS collaborations [135, 144, 145].
In Ref. [144], 〈M〉 was also used to determine the strong coupling constant.

A challenge of this observable, 〈M〉, is its dependence on the product of two
ingredients that are not well-known: the average multiplicity for quark-initiated jets,〈
Mq
〉
, and gluon-initiated ones,

〈
Mg
〉
, on the one hand, and the relative frequency of

quark versus gluon jets, i.e. the quark and gluon fractions 1− f and f respectively,
on the other hand:

〈M〉= f ·
〈
Mg
〉
+(1− f ) ·

〈
Mq
〉
. (6.26)

Assuming that
〈
Mq
〉

and
〈
Mg
〉

are independent of the centre-of-mass energy, mea-
surements at two different

√
s can be exploited to reduce MC modelling dependen-

cies as performed in Ref. [143] at
√

s = 630 and 1800GeV:

〈
Mq
〉
=

fs2 · 〈M〉s1
− fs1 · 〈M〉s2

fs2 − fs1

, (6.27)

〈
Mg
〉
=

(1− fs1) · 〈M〉s2
− (1− fs2) · 〈M〉s1

fs2 − fs1

. (6.28)

Of course, the assumption of
√

s independence has to be either justified e.g. by
testing with tagged jets or accounted for by estimating an uncertainty.

At the LHC only a preliminary result on subjet multiplicities at 7TeV has been re-
ported so far by CMS [146]. Figure 6.19 presents the measured average subjet mul-
tiplicity at central rapidity as a function of jet pT in comparison to predictions from
PYTHIA6 tunes D6T and Z2 (left) and from HERWIG++ version 2.3 and PYTHIA8
tune 4C (right). Only HERWIG++ well describes the data, while the PYTHIA6 tunes
undershoot and PYTHIA8 overshoots them systematically. In addition, the predic-
tions for pure quark and gluon jets are shown for each MC generator, where the
quark subjet multiplicities are closer to 〈M〉 at low pT, while at high pT the gluon
subjet multiplicities take over, consistent with an increasing gluon fraction f . This
observation is similar to the ATLAS result with jet shapes as shown previously in
Fig. 6.18 right lower panel. It would be most interesting to see a study exploiting the
by now four different centre-of-mass energies of 2.76, 7, 8, and 13TeV at the LHC.
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Fig. 6.19 Average subjet multiplicity 〈M〉 as a function of jet pT in the central detector region
|y|< 1 in comparison to predictions from PYTHIA6 tunes D6T and Z2 (left) and from HERWIG++
version 2.3 and PYTHIA8 tune 4C (right). The shaded band (yellow) corresponds to the systematic
uncertainty while statistical uncertainties are shown as error bars. In addition, the MC predictions
for purely quark- and gluon-initiated jets are shown. (Adapted from Ref. [146])
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Chapter 7
Future Perspectives

On June 3rd, 2015, the LHC resumed operations after a 2-years break for consoli-
dation and upgrades. Most notably, the centre-of-mass energy was raised from 8 to
13TeV. The second goal of reducing the time between two bunch crossings from 50
to 25ns was achieved in the course of 2015. The original aim of providing 10fb−1

already in the start-up year of Run 2 proved to be somewhat too ambitious. Never-
theless, 4.2fb−1 could be accumulated, out of which more than 1fb−1 were gathered
in the last week of operation alone, cf. Fig. 7.1. For the first production year, 2016,
25fb−1 are foreseen with the goal of delivering in total 100fb−1 to the experiments
during LHC Run 2 from 2015 until end of 2018.

In the following two sections, first results will be presented on new phenomena
from dijets and on inclusive jet measurements that were released by the LHC ex-
periments at or before the so-called end-of-year jamboree on December 15th, 2015.
This is complemented with an outlook on determinations of the strong coupling
constant.
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7.1 Reach for New Phenomena

Among the first publications of ATLAS and CMS at the new energy frontier of√
s = 13TeV are searches for a resonant production of new particles with dijet final

states [1, 2]. In this type of analysis, the dijet mass spectra are scrutinised for the
appearance of peak-like structures on top of the SM background. These so-called
“bump hunts” will not be further discussed here. Instead the repetition of the dijet
angular analysis, cf. Section 6.2, as published by ATLAS in the same Ref. [2] for
3.6fb−1 of integrated luminosity at

√
s = 13TeV is addressed. Figure 7.2 presents

the corresponding χ distributions in comparison to SM predictions and to destruc-
tive (Λ+

LL = 12TeV) and constructive CI terms (Λ−LL = 17TeV) in the four highest-
mass ranges. Lacking any significant deviation from SM predictions including EW
effects, the observed lower exclusion limits are raised by more than 45% from 8.1
to 12.0TeV for destructive, and from 12.0 to 17.5TeV for constructive interference,
respectively. Preliminary results presented by CMS [3] are available for LO CI only
and indicate a smaller increase of about 20–25% in the respective limits, alas for
only a tenth of the amount of data recorded at

√
s = 8TeV as compared to a fifth in

the case of ATLAS.
For a historical perspective Table 7.1 presents the lower exclusion limits on CI

for destructive and constructive interference with QCD as determined at hadron-
hadron colliders starting with the UA2 Collaboration at the Spp̄S in 1984. The tested
observables are listed in column four and comprise:

• the inclusive jet pT spectrum, cf. Section 6.1,
• the ratio Rχ of the dijet cross section with a small separation in rapidity of the

two leading jets over the one with a wide separation,
• the centrality ratio RC, cf. Section 5.4,
• the scalar sum of jet transverse momenta HT,
• the dijet angular distribution χ , cf. Section 6.2,
• and the ratio Fχ of the dijet cross section with a small separation in rapidity of

the two leading jets over the cross section integrated over χ .

The combination of NLO QCD with LO CI model predictions was subject to a cou-
ple of changes. The label “NLO(×KCI)” in column five means that the NLO QCD
prediction is multiplied by the ratio of a LO+CI over LO calculation. Implicitly, such
way the SM K factor of NLO/LO QCD is applied to CI as well, which is not neces-
sarily correct. The same happens explicitly for the case of “LO×KQCD” in column
seven. The later ATLAS and the CMS studies ensure to apply QCD K factors to the
SM part only or make use of the CI at NLO, which became available in 2011 [4, 5].
As visible from the CMS results, the exclusion limits are reduced by about 10% for
CI at NLO as compared to LO only.

The initially employed χ2 tests for the limit determinations were later replaced
by a Bayesian method. Two priors were considered, one flat in the CI Lagrangian,
i.e. ∝ Λ−2, and one flat in the CI cross section ∝ Λ−4, where the latter results in
smaller exclusion limits. If both are provided, the more conservative limit is quoted
in Table 7.1. Although Bayesian limits proved to be well-founded, the ambiguity in
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Fig. 7.2 Comparison of dijet angular distributions as measured at
√

s = 13TeV by ATLAS in
various dijet mass regions m j j to predictions of the SM including EW corrections, and to the
LL benchmark scenario for destructive (dash-dotted, Λ+ = 12TeV) and constructive (dotted line,
Λ− = 17TeV) interference with the SM process. A model calculation involving quantum black
holes (QBH, dashed line) is shown as well. Error bars represent the statistical uncertainties. The
theoretical and the total, i.e. quadratically summed-up experimental and theoretical uncertainty, are
displayed as shaded bands around the SM predictions. (Taken from Ref. [2])

the choice of prior assumptions lead to the adoption of the modified frequentist CLs
method that, as described in Section 5.4, avoids setting limits, where an experiment
is not sensitive. For that reason, the CLs+b method is not recommended.

For the early searches only one number is given for the two limits Λ
+
LL and Λ

−
LL,

because it is not clearly specified in the relevant publications. The CDF analysis
from 1996 did not derive an exclusion limit but a preferred value for ΛLL, since at
that time a proper estimation of PDF uncertainties was not yet possible, cf. Sec-
tion 6.1. In later studies usually both limits were given except for some cases, where
it is claimed, based on previous results at the Tevatron, that they should differ by
around 1% only, which in general is not correct.

Irrespective of such differences in details of the analyses listed in Table 7.1, it
appears that a step-up in centre-of-mass energy has a much more significant im-
pact on lower exclusion limits than an increase in integrated luminosity. The num-
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Table 7.1 Historical development of lower exclusion limits on LL contact interaction scales for
destructive (Λ+

LL) and constructive interference (Λ−LL) with the QCD Lagrangian.

Experiment
√

s Lint Observable QCD EW CI stat. Method Λ
+
LL Λ

−
LL Ref.

[TeV] [ fb−1] [TeV] [TeV]

UA2 0.54 0.0001 pT,jet LO — LO χ2 0.275 [6]
UA2 0.63 0.0003 pT,jet LO — LO χ2 0.370 [7]
UA1 0.63 0.0003 Rχ LO — LO χ2 0.415 [8]
CDF 1.8 7 ·10−6 pT,jet LO — LO χ2 0.700 [9]
UA2 0.63 0.0075 pT,jet LO — LO χ2 0.825 [10]
CDF 1.8 0.0042 pT,jet NLO — LO χ2 1.4 [11]
CDF 1.8 0.0042 Rχ NLO — LO χ2 1.0 [12]
CDF 1.8 0.0195 pT,jet NLO — LO χ2 — [13]
CDF 1.8 0.106 Rχ NLO — LO×KQCD χ2 1.8 1.6 [14]
D0 1.8 0.094 Rχ NLO(×KCI) — LO Bayesian 2.1 2.2 [15]
D0 1.8 0.0919 RC NLO(×KCI) — LO Bayesian 2.7 2.4 [16]
D0 1.8 0.0919 HT NLO(×KCI) — LO Bayesian 2.0 2.0 [17]

D0 1.8 0.0957 Rχ NLO(×KCI) — LO Bayesian 2.0 1.9 [18]
RC 2.4 2.4

D0 1.96 0.7 χ NLO — LO×KQCD
Bayesian 2.84 2.82 [19]

χ2 2.92 2.96

ATLAS 7 0.0031
RC

NLO — LO×KQCD

Bayesian 2.0
— [20]Fχ Bayesian 3.2

Fχ Neyman 3.4
CMS 7 0.0029 RC NLO — LO CLs 4.0 — [21]
CMS 7 0.036 χ NLO — LO CLs 5.6 6.7 [22]

ATLAS 7 0.031

Fχ (Mjj)

NLO — LO

CLs+b 9.5

— [23]Fχ (Mjj) Bayesian 6.7
Fχ Neyman 6.8
χ CLs+b 6.6

CMS 7 2.2 χ NLO — LO CLs
8.4 11.7 [24]

NLO 7.5 10.5

ATLAS 7 4.8 χ NLO — LO Bayesian 7.6 — [25]
Fχ (Mjj) 7.6

CMS 7 5 pT,jet NLO — LO CLs 9.9 14.3 [26]
Bayesian 10.1 14.1

CMS 8 19.7 χ NLO X
LO CLs

10.3 12.9 [27]
NLO 9.0 11.7

ATLAS 8 17.3 χ NLO X NLO CLs 8.1 12.0 [28]
ATLAS 13 3.6 χ NLO X NLO CLs 12.0 17.5 [2]

CMS prel. 13 2.6 χ NLO X LO CLs 12.1 16.3 [3]
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√
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+
LL at LO. Right: Projected dijet mass thresholds and

95% CL exclusion limits for Λ
+
LL,RR and Λ

+
V−A at LO for various combinations of centre-of-mass

energy and integrated luminosity at a hadron-hadron collider. (Taken from Ref. [29])

ber of expected events for a scenario beyond the SM e.g. leading to CI is given
as usual by N = Lint ·σCI(s) and scales linearly with the accumulated luminosity.
When approaching a new mass scale, however, the production cross section can rise
dramatically. Figure 7.3 presents projections from the 2013 Snowmass Study [29]
for measurements of dijet angular distributions at a 100TeV hadron-hadron col-
lider and corresponding dijet mass thresholds and exclusion limits for Λ

+
LL,RR at LO

for various combinations of centre-of-mass energy and integrated luminosity. For√
s = 14TeV and Lint = 300fb−1 a lower exclusion limit of ≈ 19TeV can be read

off Fig. 7.3 right. Comparing the last four entries of Table 7.1, the improvement in
the LO and NLO limits for Λ

+
LL when going from 8 to 13TeV centre-of-mass energy

can be derived from the CMS and ATLAS results to +1.8TeV and +3.9TeV. Con-
sidering 19TeV as maximal reach for the CI limit, one concludes that with merely
≈ 1% of Lint already 20-40% of the projected exclusion potential has been covered.

7.2 Jets at 13 TeV Centre-of-Mass Energy

Preliminary results on inclusive jets at 13TeV centre-of-mass energy have been pre-
sented by ATLAS at central rapidity, |y| < 0.5, for an anti-kt jet size R = 0.4 and
by CMS up to a rapidity of |y| = 4.7 for the two jet sizes R = 0.4 and 0.7 from 78
respectively 72pb−1 of integrated luminosity [30,31]. This is the first time that both
experiments employ at least one common jet size. The ratios of the CMS data to
various theoretical calculations are presented in Fig. 7.4 for |y| < 0.5. The reach in
transverse momentum does not yet exceed previous measurements at

√
s = 8TeV.

Since PDFs are rather well known for the smaller fractional momenta x probed at
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√
s = 13TeV as compared to 8TeV for the same jet pT, a very reasonable descrip-

tion of data by fixed-order predictions including NP corrections (top row of plots in
Fig. 7.4) is recovered. For the smaller jet size R = 0.4, differences between data and
theory are observed to be somewhat larger than for R = 0.7. The predictions from
dijet NLO with matched PS and complemented with MPI and hadronisation from
POWHEG +PYTHIA8 (bottom row) perform equally well for both jet sizes. This con-
firms at

√
s = 13TeV the previous study on jet size dependence, discussed in Sec-

tion 5.2 and reported in [32], where POWHEG +PYTHIA8 correctly described the R
dependence of the inclusive jet cross section, while fixed-order predictions at NLO
were insufficient in that respect. With the expected substantial increase in integrated
luminosity up to 100fb−1, jet production can be tested in the regime of multi-TeV
jet transverse momenta, which at the same time provides valuable information about
the gluon PDF at large parton fractional momenta x.

7.3 Prospects for the Strong Coupling Constant

Numerous extractions of the strong coupling constant αS(MZ) have been performed
at hadron colliders, in particular from jet cross sections. The latest results by the
H1 and ZEUS experiments at the ep collider HERA and by the CDF and D0 ex-
periments at the pp̄ collider Tevatron are reported in Refs. [33–35] and [36–38],
respectively. The range in scale Q for the running coupling constant αS(Q) cov-
ered by these measurements runs from about 5GeV up to 400GeV. Evolving the
fit results to the reference scale of the Z boson mass, MZ = 91.1876GeV, αS(MZ)
values between 0.1160 and 0.1206 are obtained. Within their rather large uncertain-
ties up to 10%, they are compatible with each other. The dominant contributions
to the uncertainty are of theoretical nature, namely scale uncertainties accounting
for missing higher orders in the NLO predictions, and uncertainties caused by the
limited knowledge of the proton PDFs.

With the advent of the LHC, unprecedented scales Q in the multi-TeV range
become accessible. In addition, the modern particle detectors ATLAS and CMS in
combination with more elaborate jet calibration and detector simulation techniques
easily outperform the much older Tevatron experiments leading to jet calibration
uncertainties even below percent level, cf. Chapter 3. αS(MZ) extractions using AT-
LAS data have been reported in Refs. [39] and [40]. The CMS Collaboration has
determined αS(Q) from scales Q close to the Z boson mass up to 1.4TeV, which
surpasses the pre-LHC upper limit of 400GeV more than threefold. The fits employ
jet cross sections as functions of the inclusive jet pT [41] and the 3-jet mass m3 [42],
and the 3- to 2-jet cross section ratio R32 [43]. Again, scale and PDF uncertain-
ties, amounting to roughly 4% and 2%, are the limiting factors preventing a better
accuracy.

The potential gain through NNLO theory is demonstrated in another analysis by
CMS, where for the first time the tt̄ cross section is used to extract the strong cou-
pling constant [44]. Theoretical calculations, available at NNLO+NNLL (next-to-
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Fig. 7.4 Ratio of data to NLO predictions from NLOJET++ for the CT14-NLO PDF (top row)
and to NLO with matched PS, MPI, and hadronisation from POWHEG +PYTHIA8 tune CUETM1
(bottom row). The inclusive jet cross section at central rapidity |y| < 0.5 is compared for the two
anti-kt jet sizes R = 0.4 (left column) and R = 0.7 (right column). The error bars correspond to
the statistical uncertainty of the data and the shaded band to their total systematic uncertainty.
Additional predictions are shown from NLO for three alternative PDF sets (top), and from POWHEG
+PYTHIA8, PYTHIA8, and HERWIG++ for various tunes. (Taken from Ref. [31])

next-to-leading-logarithmic) [45], reduce the scale uncertainty in this case to 0.7%.
This is the first hadron-hadron collider observable that has been included into the
derivation of the world average of αS(MZ) at this level of accuracy. Significant fur-
ther progress can therefore be expected for the near future considering that NNLO
predictions have been completed recently for W+jet and Z+jet final states and are
partially complete for inclusive jet and dijet production [46–49]. EW corrections
that become similarly important at the TeV scale, which is easily within reach of the
inclusive jet and dijet final states, are known as well [50].

Figure 7.5 left presents the timeline of αS(MZ) determinations over the last
decades with indicators of the main developments leading to an improved precision.
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The oldest entry from 1989 corresponds to the first “Summary and Conclusion on
αS” by G. Altarelli in Ref. [51]. Lacking NNLO theory, most of the hadron-hadron
collider data are excluded from the world average since almost twenty years. This
changed only with the inclusion of the CMS result obtained from tt̄ production into
the newest derivation of the world average of αs(MZ) = 0.1181±0.0013 in the 2015
update of Ref. [52]. Remarkably, the uncertainty on αS(MZ) has doubled compared
to the previous world average of Ref. [52], because the rather aggressive uncertainty
estimations by individual groups working with lattice gauge theory were revised by
the FLAG working group [53]. Their new uncertainty estimation amounts to about
1%.

Table 7.2 summarises the uncertainties for the hadron collider determinations of
αS(MZ). Except for scale uncertainties where always the larger deviation is consid-
ered (scale), asymmetric uncertainties have been symmetrised for simpler compar-
ison and are presented as a ± percental uncertainty on the respective central value.
Separately detailed uncertainties of experimental origin, including statistical ones,
are quadratically added together (exp). The same is done for multiple uncertainties
caused by similar sources like a PDF uncertainty quoted for one PDF set and an
additional uncertainty quoted for using different PDF sets (PDF). The entry of “scl”
in the column for the non-perturbative effects from multiple-parton interactions and
hadronisation indicates their inclusion within the scale uncertainty. The extra col-
umn “other” lists additional uncertainties that have been attributed to the choice of
an infrared-unsafe(!) jet algorithm (CDF), to the choice of the jet size R = 0.4 or 0.6
(ATLAS incl. jets), and to the top pole-mass Mpole

t as input parameter (CMS σ(tt̄)).
Within CMS the focus was on testing the running of αS(Q) up to the highest

scales possible. As shown previously in Fig. 4.15 of Section 4.4, no indication of a
significant deviation was found up to 1.4TeV. A preliminary result from inclusive
jets at 8TeV increases the investigated range in scale Q even to 1.5TeV [56]. With
more data at

√
s = 13TeV it is expected to extend these tests into the multi-TeV
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Table 7.2 Summary of latest αS(MZ) determinations at hadron colliders. For each process the
power in αS of the leading order (LO), the centre-of-mass energy, the accessed range of scale Q,
and the number of fitted data points is given. Theory is used at NLO accuracy except for the D0
inclusive jets, where additional threshold corrections are considered, and for CMS σ(tt̄), where
theory is known to NNLO+NNLL precision. The experimental, PDF, scale, NP, and additional
uncertainties are presented as percental uncertainties on the extracted αS(MZ) value. All numbers
are derived from the given references.

Process LO
√

s Q Np αs(mZ)
∆αs(mZ)/αs(mZ) [%] Ref.

ep, pp̄, pp αn
s [TeV] [GeV] exp PDF scale NP other

H1 jets low Q2 1 0.32 5-57 62 0.1160 1.2 1.4 8.0 scl - [33]
ZEUS γ p jets 1 0.32 21-71 18 0.1206 1.9 1.9 2.5 0.4 - [34]
H1 jets high Q2 1 0.32 10-94 64 0.1165 0.7 0.8 3.1 0.7 - [35]
CDF incl. jets 2 1.8 40-250 27 0.1178 7.5 5.0 5.0 - 2.5 [36]
D0 incl. jets 2 1.96 50-145 22 0.1161 2.9 1.0 2.5 1.1 - [37]
D0 ang. corr. 1 1.96 50-450 102 0.1191 0.7 1.2 5.5 0.1 - [38]
ATLAS incl. jets 2 7 45-600 42 0.1151 4.3 1.8 3.8 1.9 5.2 [39]
ATLAS EEC 1 7 250-1300 22 0.1173 0.9 1.4 5.4 0.2 - [40]
CMS incl. jets 2 7 114-2116 133 0.1185 1.6 2.4 4.5 0.3 - [41]
CMS 3-jet mass 3 7 332-1635 46 0.1171 1.1 2.0 5.9 0.7 - [42]
CMS R3/2 1 7 420-1390 21 0.1148 1.2 1.6 4.4 scl - [43]
CMS σ(tt̄) 2 7 Mpole

t 1 0.1151 2.2 1.5 0.7 - 1.1 [44]

range, where new coloured matter potentially changes the running of αS. Figure 7.5
right gives examples for such deviations from the SM evolution of αS(Q) as induced
by a new fermion of mass 500GeV in various representations of the colour gauge
group [55]. As not only the running of αS(Q) but also the DGLAP evolution of the
PDFs is modified by the existence of new coloured matter, the CMS jet cross section
ratio R32 was found to be particularly useful in that respect because of its reduced
dependence on PDFs and consequently has been employed in Ref. [55] to set limits
on such models of new phenomena. The best observables and strategies to detect
such deviations are subject to future developments.

Moreover, there is still a significant optimisation potential for a precision deter-
mination of αS(MZ) within CMS. Concentrating on the best understood detector
parts at central rapidity and within a jet pT range restricted to the most precisely
calibrated jets, experimental uncertainties can be further reduced. At the same time
PDFs are more precisely known and the uncomfortable increase in uncertainty when
evolving downwards to Q = MZ is smaller for medium jet pT. With respect to PDFs,
one must assure though that the same data are not used twice, first for constrain-
ing the proton structure and then to extract the strong coupling constant with these
PDFs. The latter effect of a change in relative precision roughly proportional to
αS(MZ)/αS(Q) [57] is also known under the name “incredibly shrinking error”,
which refers to the fact that an αS(Q) determination to 4.2% accuracy at the τ mass
of 1.777GeV translates into a relative precision of 1.3% at the Z boson mass.
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The technique of cross section ratios to cancel at least partially some systematic
effects might be helpful as well. Corresponding cross sections are known to NLO
up to jet multiplicities of five [58, 59]. For ratios like R32 at NNLO the 3-jet cross
sections, however, are not yet available at this level of accuracy.

The extraction of the strong coupling constant αS(MZ) at hadron colliders, in
particular from jet cross sections, has a long tradition, but was hampered by the
complex and strongly interacting initial states and theoretical predictions that were
limited in accuracy to NLO. This will be cured in the near future advancing the pre-
cision to the one percent level! Further improvements can be obtained by addressing
all heretofore subdominant uncertainties including non-perturbative effects. For the
ultimate precision possible with hadron collisions further refinements of combining
multiple observables to disentangle e.g. correlations between the top mass Mt , the
gluon PDF g(x), and the strong coupling constant αS(MZ), and combining multiple
experiments, i.e. ATLAS, CMS, and the HERA and Tevatron experiments, will be
necessary.
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Chapter 8
Summary and Outlook

Jets are versatile tools that are produced abundantly in high-pT hadron-hadron col-
lisions. When energy frontiers are probed they enable searches for new phenomena
at the highest scales achievable. Signatures in the form of contact interactions could
be detected in jet final states up to around 19TeV in Run 2 of the LHC.

Owing to the unprecedented experimental precision reached with the new detec-
tors at the LHC, jet measurements have evolved into precision tests of QCD. Such
tests must be accompanied by equally accurate theoretical predictions, a fact that
has sparked rapid progress in the field of perturbative calculations using both ana-
lytic methods and modern Monte Carlo event generators. The potential of some of
these new possibilities like cross sections for multi-jet topologies at NLO still needs
to be fully exploited, while other developments like the NNLO calculation for jet
production are eagerly awaited.

From the interplay between experiment and theory in a multitude of subjects
ranging from nonperturbative effects over parton showers and parton distribution
functions to the strong coupling constant a more refined and detailed picture of QCD
has emerged than ever before. Last but not least the much improved understanding
of the QCD dynamics including the ability to precisely predict even complicated
high-multiplicity final states helps estimating the background in many searches for
new phenomena.

Of particular interest is the unique potential of jet measurements to better char-
acterise the gluon parton distribution function in the proton and to determine the
strong coupling constant, both of which represent significant uncertainties in pre-
dictions for the Higgs boson production via the gluon fusion channel. The current
knowledge on αS(MZ) is dominated by derivations from lattice gauge theory with
an estimated precision of around 1%. Considering the recent experimental and the-
oretical developments, a similar accuracy should be achievable within Run 2 of the
LHC from hadron collider measurements alone, which currently are limited to 3–
5% of precision mostly because of lacking theory ingredients. An accuracy below
1% will be difficult (but not impossible) to reach, since multiple sources including
the modelling of nonperturbative effects contribute at this level to the total uncer-
tainty. Global projections discussed in Refs. [1–4] conclude on a prospect of further
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Fig. 8.1 Running of the strong coupling constant as of 2015. Determinations of the strong cou-
pling constant αS are shown as a function of the relevant energy scale Q of the respective process.
By including LHC data, the range in Q could be extended beyond the TeV scale. The small uncer-
tainty of a first result from tt̄ production at the LHC with theory at NNLO demonstrates the future
potential. (Taken from the 2015 update of Ref. [5])

reductions to ≈ 0.3% of uncertainty from lattice gauge theory within the next five
years and on a timescale of 10–20 years to ≈ 0.1% from a Giga-Z program at a
future e+e− collider, or from an ep collider like LHeC.

Precision studies of the running of αS(Q) are equally important, since indications
on new phenomena might well become visible through a modified evolution of the
strong coupling and the PDFs. The latest status is shown in Figure 8.1, where thanks
to the LHC jet data the range in Q has been extended beyond the TeV scale.

References

1. D. d’Enterria and P. Skands, eds., “Proceedings of the Workshop on High-precision αs
measurements: From LHC to FCC-ee, October 12-13, 2015”. Geneva, Switzerland, (2015).
arXiv:1512.05194.

2. J. M. Campbell et al., “Working Group Report: Quantum Chromodynamics”, in Proceedings,
Community Summer Study 2013: Snowmass on the Mississippi (CSS2013). Minneapolis, MN,
USA, July 29-August 6, 2013. arXiv:1310.5189.

3. M. Bardeen et al., “Planning the Future of U.S. Particle Physics: Report of the 2013
Community Summer Study of the APS Division of Particles and Fields”,.

4. ESPPPG Collaboration, “Physics Briefing Book: Input for the Strategy Group to draft the
update of the European Strategy for Particle Physics”,.

http://www.arXiv.org/abs/1512.05194
http://www.arXiv.org/abs/1310.5189


References 219

5. K. A. Olive and others (Particle Data Group), “Review of Particle Physics”, Chin. Phys. C 38
(2014) 090001, doi:10.1088/1674-1137/38/9/090001.

http://dx.doi.org/10.1088/1674-1137/38/9/090001


220 References



List of Figures

1.1 Running of the strong coupling constant as of 2009 . . . . . . . . . . . . . . . 2

2.1 Coordinate system used by the LHC experiments . . . . . . . . . . . . . . . . . 4
2.2 Hadron octets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Baryon decuplet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 World data on R ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Free quark-field and quark-gluon interaction term . . . . . . . . . . . . . . . . 11
2.6 Free gluon-field and cubic and quartic gluon self-interaction terms . . 11
2.7 Quark and gluon self-energy corrections . . . . . . . . . . . . . . . . . . . . . . . . 13
2.8 Quark-gluon vertex corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.9 Running of the strong coupling constant as of 2012 . . . . . . . . . . . . . . . 15
2.10 Single parton scattering reaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.11 Some LO QCD Feynman diagrams and LO EW corrections for

qq̄→ qq̄ and uidi→ uidi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.12 Kinematic plane in x and Q2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.13 LO and NLO Feynman diagrams for the Drell–Yan process . . . . . . . . 21
2.14 Typical cross sections of SM processes as a function of the

centre-of-mass energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.15 Sketch of a MC event generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.16 Illustration of the toward, away, and transverse regions . . . . . . . . . . . . 26
2.17 Sketch of the composition of a generated hadron-hadron collision . . . 26
2.18 The Jet d’Eau, the famous symbol of Geneva, Switzerland . . . . . . . . . 28
2.19 Illustration of a particle jet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.20 Examples of collinear- and infrared-unsafe behaviour . . . . . . . . . . . . . 32
2.21 3-jet final state as seen by JADE and kt algorithm . . . . . . . . . . . . . . . . . 32
2.22 Impact on jet pT from perturbative radiation, hadronisation, and the

underlying event as a function of the jet cone size R . . . . . . . . . . . . . . . 33
2.23 Illustration of a pile-up collision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.24 Illustration of jet areas for the kt, Cambridge/Aachen, SISCone,

and anti-kt jet algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.25 Flowchart of a jet algorithm with sequential recombination . . . . . . . . . 37

221



222 List of Figures

2.26 Issues in scale variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.27 Excess reported by CDF with respect to predicted inclusive jet pT

spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.28 MSTW2008 and CT14 PDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.29 NP corrections from LO+PS and NLO+PS event generation . . . . . . . . 46
2.30 Cubic PDF interpolation in FASTNLO . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1 Particle trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Schematic view of the ATLAS detector . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3 Schematic view of the CMS detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4 Particle-flow technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5 Composition of particle-flow jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.6 Trigger efficiency and spectrum construction . . . . . . . . . . . . . . . . . . . . . 73
3.7 Trigger turn-on and composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.8 Stages of the jet energy calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.9 Zoomed ATLAS event display with vertices . . . . . . . . . . . . . . . . . . . . . 76
3.10 Pile-up offset and composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.11 Simulated jet response versus pseudorapidity . . . . . . . . . . . . . . . . . . . . 80
3.12 Jet size dependence of jet energy corrections . . . . . . . . . . . . . . . . . . . . . 81
3.13 Residual η-dependent jet energy corrections and uncertainty . . . . . . . 84
3.14 Jet response extrapolation to zero additional jet activity and

residual correction versus pT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.15 Multijet event topology and calibration . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.16 Data-to-simulation jet response ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.17 LO Feynman diagrams and NLO corrections for qq̄→ qq̄ and

qq̄→ gg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.18 Jet-flavour fractions as a function of reference object pT for dijet,

Z+jet, and γ+jet topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.19 Comparison of jet responses and JEC uncertainty . . . . . . . . . . . . . . . . . 90
3.20 Summary of fractional JEC systematic uncertainties from CMS . . . . . 92
3.21 Summary of fractional JEC systematic uncertainties from ATLAS . . . 92
3.22 Distribution of Emiss

T over ∑ET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.23 Crystal Ball Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.24 Simulated JER as a function of particle jet pT . . . . . . . . . . . . . . . . . . . . 97
3.25 Data-based JER scale factors and uncertainty . . . . . . . . . . . . . . . . . . . . 98
3.26 Response matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.27 Typical unfolding closure tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.28 Correlation matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.1 Overview of data over theory comparisons for inclusive jet production116
4.2 Double-differential inclusive jet cross section at

√
s = 7TeV. . . . . . . . 117

4.3 Experimental systematic uncertainties for inclusive jets from CMS
and ATLAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.4 Theoretical systematic uncertainties for inclusive jets from CMS
and ATLAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119



List of Figures 223

4.5 NP and EW corrections as a function of jet pT . . . . . . . . . . . . . . . . . . . 120
4.6 Ratios of theory over data for inclusive jets . . . . . . . . . . . . . . . . . . . . . . 120
4.7 Double-differential inclusive dijet mass cross sections from ATLAS

and CMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.8 Experimental and theoretical systematic uncertainties of the dijet

mass cross section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.9 NP and EW corrections as a function of dijet mass . . . . . . . . . . . . . . . . 125
4.10 Double-differential inclusive 3-jet mass cross section and ratio to

theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.11 Experimental systematic uncertainties for the 3-jet mass cross

section from ATLAS and CMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.12 Theoretical systematic uncertainties for the 3-jet mass cross section

from ATLAS and CMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.13 NP corrections as a function of 3-jet mass from ATLAS and CMS . . . 128
4.14 Ratio of the inclusive jet cross section to theory and χ2 parabola of

αS(MZ) fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.15 αS as a function of scale Q and determinations from various hadron

collider experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.16 Correlation coefficient between the inclusive jet cross section and

the gluon and u valence quark PDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.17 Comparison of fitted gluon and u valence quark PDFs . . . . . . . . . . . . . 140
4.18 Overview of fitted PDFs with and without CMS inclusive jet data . . . 141

5.1 Event display of a 3-jet event recorded with the CMS detector. . . . . . . 151
5.2 Measurement of R32 and sensitivity of R32 to αS(MZ). . . . . . . . . . . . . . 152
5.3 Scale dependence of the NLO predictions for the inclusive 3-jet

event cross section and for R32. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.4 Jet-radius ratioR(0.5,0.7) in comparison to various predictions. . . . . 155
5.5 Theoretical and experimental systematic uncertainties for the ratio

ρ(y,xT) of invariant jet cross sections at
√

s = 2.76 and 7TeV as a
function of xT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.6 Theoretical and experimental systematic uncertainties for the ratio
ρ(y, pT) of invariant jet cross sections at

√
s = 2.76 and 7TeV as a

function of pT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.7 NP corrections as a function of jet pT for the inclusive jet cross

section and for the ratio ρ(y, pT). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.8 Ratio of data over theory for the ratio ρ(y, pT). . . . . . . . . . . . . . . . . . . . 159
5.9 Gluon PDF derived from HERA-I DIS and ATLAS jet data and

improved predictions at outer rapidity. . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.10 Centrality ratio Rη and limit setting for the compositeness scale Λ . . . 162

6.1 Effect of CI on the inclusive jet pT spectrum for various
compositeness scales Λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

6.2 Ratio of data over the QCDNLO prediction convolved with the jet
response of the CMS detector as a function of jet pT. . . . . . . . . . . . . . . 169



224 List of Figures

6.3 Measured inclusive jet pT spectrum in comparison to predictions of
QCDNLO and of three jet extinction scenarios . . . . . . . . . . . . . . . . . . . . 170

6.4 s, t, and u channel graphs characterising a 2→ 2 reaction . . . . . . . . . . 171
6.5 Partonic subprocess decomposition for inclusive jets at the LHC . . . . 171
6.6 Comparison of dijet angular distributions measured at

√
s = 8TeV

in various dijet mass regions to predictions of the SM and to a
benchmark scenario for contact interactions. . . . . . . . . . . . . . . . . . . . . . 173

6.7 Dijet angular distributions: EW corrections and CI limits . . . . . . . . . . 174
6.8 Display of a e+e− → qqg 3-jet event and illustration of the β

observable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.9 Measured β distributions in two regions of the second leading jet’s

pseudorapidity η . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.10 Sketch of a double-parton scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.11 Normalised differential cross section as a function of ∆ rel

soft pT and
∆S for 4-jet production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

6.12 Template fits of SPS background and DPS signal to data for the
∆ rel

soft pT and ∆S distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.13 σeff as a function of

√
s and summary of σeff determinations from

various experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.14 Illustration of event topologies with up to four jets and accessible

ranges in ∆φdijet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.15 Normalised dijet cross section measured as a function of ∆φdijet for

seven regions in pT,max . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
6.16 Ratio to theory of the normalised ∆φdijet distribution for

200GeV < pT,max < 300GeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
6.17 Measured distributions of logarithmic transverse thrust τ⊥, total jet

broadening Btot, and 3-jet resolution parameter Y23 . . . . . . . . . . . . . . . . 191
6.18 Illustration and measurement of differential and integrated jet shapes 193
6.19 Average subjet multiplicity 〈M〉 as a function of jet pT in the

central detector region |y|< 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

7.1 Integrated pp luminosity accumulated in 2015 and for all years. . . . . 203
7.2 Comparison of dijet angular distributions measured at

√
s = 13TeV

in various dijet mass regions to predictions of the SM and to a
benchmark scenario for contact interactions. . . . . . . . . . . . . . . . . . . . . . 205

7.3 Dijet angular distribution at
√

s = 100TeV and projected limits on CI.207
7.4 Ratio of data to NLO predictions with and without matched PS for

two jet sizes R. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
7.5 Timeline of αS(MZ) determinations and deviations from the SM

evolution of αS(Q) through additional coloured fermions. . . . . . . . . . . 210

8.1 Running of the strong coupling constant as of 2015 . . . . . . . . . . . . . . . 218



List of Tables

2.1 NLO PDF sets used in comparisons to LHC data . . . . . . . . . . . . . . . . . 42

3.1 Calorimeter characteristics of ATLAS and CMS . . . . . . . . . . . . . . . . . . 68

4.1 αS(MZ) fits from the inclusive jet and 3-jet mass cross sections for
various PDF sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4.2 αS(MZ) fits from the inclusive jet and 3-jet mass cross sections for
various regions in rapidity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.3 αS(MZ) fits from the inclusive jet and 3-jet mass cross sections for
various ranges in scale Q. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

4.4 Sources of systematic uncertainty considered in the CMS inclusive
jet fits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.5 Partial χ2 values of the PDF fit using the HERA-I DIS and CMS
inclusive jet data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

5.1 Determination of αS(MZ) from R32 for different ranges of scale Q. . . 153

6.1 Summary of σeff determinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

7.1 Historical development of lower exclusion limits on contact
interaction scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

7.2 Summary of latest αS(MZ) determinations at hadron colliders. . . . . . . 211

225





About this book

Particle jets are produced abundantly in hadron-hadron collisions. At the LHC,
they probe the highest energies for new phenomena. Likewise, owing to the unprece-
dented accuracy attained by the LHC experiments, jet measurements have evolved
into precision tests of QCD, the theory of the strong interaction. A key prediction,
the running of the strong coupling constant, has been established up to energy scales
three times larger than previously possible.

This book reviews the latest experimental results on jet physics at the LHC by
means of a multitude of observables illuminating different aspects of QCD like the
interplay with predictions involving new coloured matter, the coupling strength, or
the gluon content of the proton, which constitutes a significant source of uncertainty
in predictions of Higgs boson production. A novel approach used in this book is the
classification of these observables into the three categories of absolute, ratio, and
shape measurements; the advantages of each category and the differences between
them are clearly pointed out. The significance of each observable is elaborated with
the help of numerous illustrations.
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